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ABSTRACT

This review article synthesizes the burgeoning literature on the intersection of (generative) artifi-
cial intelligence (Al) and finance. We organize our review around six key areas: (1) the emergent
role of generative Al, especially large language models (LLMs), as analytic tools, external shocks
to the economy, and autonomous economic agents; (2) corporate finance, focusing on how firms
respond to and benefit from Al (3) asset pricing, examining how Al brings novel methodologies
for return predictability, stochastic discount factor estimation, and investment; (4) household fi-
nance, investigating how Al promotes financial inclusion and improves financial services; (5) la-
bor economics, analyzing AI’s impact on labor market dynamics; and (6) the risks and challenges
associated with Al in financial markets. We conclude by identifying unanswered questions and
discussing promising avenues for future research.
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1 Introduction

Artificial intelligence (AI)' has emerged as a transformative force in the global economy—one
that spurs investment, fosters innovation, and boosts productivity across sectors (Cockburn et al.,
2018; Furman and Seamans, 2019). A recent report by Goldman Sachs (2023) projects that Al could
raise global GDP by 7%, amounting to approximately $7 trillion, and increase US productivity
growth by 1.5 percentage points annually over the next decade. McKinsey Global Institute (2023,
pg. 10) offers even higher projections that Al could contribute between $17.1 and $25.6 trillion
to the global economy.? Like previous general purpose technologies (GPTs) such as the steam
engine and electricity, Al is characterized by fast improvement, wide applicability, and the ability
to catalyze complementary innovations (Cockburn et al., 2018; Goldfarb et al., 2023). The rapid
advancement of Al especially the recent breakthroughs in generative Al (GenAl), has begun to
reshape the financial system by significantly enhancing its information processing capabilities—
the core function through which it allocates resources, manages risk, and supports economic
coordination (Aldasoro et al., 2024).

These technological shifts have sparked a surge of interest in Al-related research in financial
economics. As shown in Figure 1, both the number of Al-related papers and the number of top
journal publications in financial economics increased more than sixfold from 2018 (immediately
following Vaswani et al. (2017)) to 2024.> Looking forward, leading researchers and Al developers
have forecasted that transformative AI capable of performing most cognitive tasks at or above

human level could emerge within the next decade.* While these predictions remain speculative,

! Artificial intelligence is a broad term used to describe a range of advanced technologies that exhibit human-
like intelligence (Seamans and Raj, 2018). According to the seminal work by Nilsson (2014), “The fundamental Al
ideas underlie applications such as natural language processing (NLP), automatic programming, robotics, machine
vision, automatic theorem proving, and intelligent data retrieval, rather than focusing on the subject mattear of the
applications” The term "artificial intelligence" was first coined by John McCarthy in a proposal in 1955 (McCarthy
et al., 1955). An overview of the history of Al research can be found at https://spectrum.ieee.org/history-of-ai.

2Nevertheless, Acemoglu (2025) presents a more conservative outlook, estimating that total Al-driven produc-
tivity in the next decade will only experience a modest increase of 0.7%.

3Table 1 reports that the number of Al-related academic papers in financial economics rose from 12 in 2018 to
70 in 2024, with 2 (2018) and 14 (2024) appearing in top journals, respectively. The number of GenAl-related papers
grew from 0 in 2018 to 30 in 2024, based on a manually curated sample of 234 papers.

*Korinek and Suh (2024) project a “baseline” scenario in which GDP doubles over the next decade, while also con-
sidering a more optimistic “aggressive” artificial general intelligence scenario where GDP could potentially quadru-



their implications are far-reaching. This prospect, along with the recent wave of Al-related re-
search in financial economics, points to the need to revisit foundational questions in this field,
such as how markets function, how firms make decisions, how risks are priced and managed, and
how information and technology jointly shape economic behavior and outcomes.

While several prior surveys have made initial efforts to review Al in finance, they tend to focus
on selected themes or specific subfields. For example, Eisfeldt and Schubert (2025) specifically
discuss GenAl as both a technology shock to firms and a methodological innovation to conduct
finance research, Hoberg and Manela (2025) center on the application of NLP in finance research,
and Cao et al. (2024c) explore how Al is used to analyze alternative data.” To the best of our
knowledge, there is no comprehensive survey that systematically examines how AI introduces
methodological advances and novel economic implications across the core domains of financial
economics. This article fills this gap by offering a structured framework to review and synthesize
the evolving literature. By tracing key research themes in financial economics, we aim to provide
a comprehensive overview of how Al reshapes our understanding of financial systems and where
Al is beginning to play a distinctive role in the economy.® We hope to offer a useful roadmap for
ongoing and future research, particularly for scholars just starting to explore this field.

We begin in Section 2 by examining current research related to GenAl, focusing on its ap-
plications in information analysis, its broader economic impact, and its emerging use cases as
economic agents. Section 3 investigates how Al influences firm performance, organizational
structure, and corporate decision-making. Section 4 turns to asset pricing, where Al technolo-
gies, such as machine learning and deep learning, have improved return predictability, model
selection, and investment management. Section 5 explores Al’s role in household finance in ar-

eas like financial inclusion and financial services. Section 6 examines the labor market impacts

ple. Nobel laureate Geoffrey Hinton, OpenAlI CEO Sam Altman, and Anthropic CEO Dario Amodei have all publicly
stated that superintelligent systems may arrive within just a few years.

°In the area of machine learning, a subfield of Al, Athey and Imbens (2019) discuss its applications in econo-
metrics, and Giglio et al. (2022) review its use in asset pricing. Further, Cao and Zhai (2022) focus on how FinTech
improves financial services. Huang et al. (2024b) draw on several recent academic papers and discuss the role of
GenAl in financial markets.

®Despite Als relative novelty, this line of research has proliferated, making an exhaustive survey infeasible. We
therefore adopt a selective yet representative approach to our review.



of Al treating it as a technological shock that affects labor demand, occupational exposure, and
productivity. Section 7 addresses emerging risks and challenges, including methodological lim-
itations, Al governance, and the policy implications. Finally, Section 8 concludes by discussing

promising avenues for future research.

2 Generative Al

GenAl refers to a class of machine learning models typically trained using self-supervised learn-
ing and capable of producing outputs that closely resemble human-generated content (Bom-
masani et al., 2021; Brown et al., 2020).” Among the most widely used forms of GenAl are large
language models (LLMs), which are designed to generate coherent and contextually appropri-
ate text in response to natural language prompts.®. Table 2 shows a range of major LLMs as of
January 2026, together with some of their key properties.

Since the public release of ChatGPT in November 2022, interest in GenAl has surged. As
illustrated in Figure 2, Google search activity for “ChatGPT” increased dramatically following its
launch and rose further after November 2023, when OpenAl introduced GPT-4 into the ChatGPT
product. The release of the ChatGPT mobile apps in May 2023 provided an additional boost
in mainstream awareness and usage. Search interest continued to rise until it reached its peak
in March 2025. The scale of the industry has shifted just as rapidly: the number of available
LLMs more than doubled in 2025 alone (253 to over 651), while the cost of using these models
has dropped nearly 1,000 times from 2023 to 2025 (Demirer et al., 2025). At the same time, the

surge in attention has been accompanied by a growing body of research in financial economics

"Table 4 provides a comparison between conventional ML methods and GenAl in financial economics.

8LLMs are part of the broader family of foundation models, which are trained on diverse and extensive datasets
and can be adapted to a wide range of downstream tasks. It is useful to distinguish between pretrained language
models such as BERT (Devlin et al., 2019), which are encoder models trained with masked language modeling objec-
tives, and large generative language models such as GPT-3 (Brown et al., 2020), GPT-4, Claude, or Gemini, which are
decoder-based, typically contain tens of billions of parameters, and are trained with autoregressive next-token pre-
diction objectives for open-ended generation. Other foundation models, such as CLIP (Radford et al., 2021), extend
the transformer architecture beyond text to multimodal tasks. The backbone for virtually all of these models is the
transformer proposed by Vaswani et al. (2017), which relies on self-attention mechanisms rather than recurrent or
convolutional layers. See Korinek (2023) for further discussion of the use cases of modern generative Al in economic
research.



examining the implications of GenAl for financial market participants, academic researchers, and
policymakers.

In this section, we organize this emerging literature into three main strands. First, we re-
view research that employs GenAl as an analytical tool to assist or automate tasks traditionally
performed by humans, such as information extraction, forecasting, and conducting academic re-
search. Second, we summarize studies that treat GenAl as an external shock to financial markets,
focusing on how its release and adoption affect market efficiency, investor behavior, and regula-
tory responses. Third, we highlight a growing body of work that explores GenAl as an economic
agent capable of simulating reasoning and decision-making in financial settings or autonomously

performing tasks such as forecasting, advising, or trading.

2.1 Generative Al as an analytical tool

Figure 3 illustrates that recent papers employing GenAl as an analytical tool draw on a wide
range of information sources, spanning from conventional inputs such as SEC filings to more
unconventional ones such as social media posts and images. These studies also address a diverse
array of research topics.” In the subsections below, we discuss four broad use cases of GenAl
in financial economics: (1) prediction, (2) information extraction and semantic analysis, (3) task

automation, and (4) data generation."

2.1.1 Prediction

Empirical evidence is mixed regarding the predictive capabilities of LLMs. Several studies con-
firm LLMs’ ability to forecast stock returns. Lopez-Lira and Tang (2023) is the first to study
the predictive power of ChatGPT-4 on stock returns by analyzing news headlines. A strat-

egy informed by ChatGPT-4’s sentiment predictions yields an average daily return of 38 basis

? A brief summary of the key inputs and main findings from these papers is presented in Table 5.

OPrediction and information extraction are sometimes performed not by generative models themselves, but by
discriminative models (e.g., BERT, RoBERTa), which are often fine-tuned LLMs (Devlin et al., 2019). Discriminative
models are trained to "discriminate” between different classes, labels, or outputs given an input. Their goal is to
model the decision boundary between classes rather than modeling how the data was generated.



points, with stronger predictability among smaller stocks, negative news, and more complex
texts. This predictive ability notably increases with model complexity, and predictability per-
sists for roughly two trading days post-news. However, as the adoption of these sophisticated
models becomes widespread, their forecasting advantage diminishes, suggesting improved mar-
ket efficiency. Chen et al. (2022b) comprehensively examine various LLMs using financial news
articles across 16 global equity markets in 13 languages. They find that LLM-based models sig-
nificantly outperform traditional text models in predicting stock returns. At the aggregate stock
market level, Chen et al. (2025b) find that the ratio of good news identified by ChatGPT from
Wall Street Journal headlines positively forecasts future market returns with significant economic
value and predictive accuracy, especially during downturns or periods of heightened uncertainty,
while negative news has no predictive power due to rapid investor assimilation. The authors also
show that simpler models like DeepSeek and BERT fail to deliver comparable predictive perfor-
mance, likely due to their limitations in capturing contextual nuances. Beyond news text, Jha et al.
(2024a) use ChatGPT to extract firms’ expected investment policies from earnings call transcripts
and build a "ChatGPT Investment Score" that predicts both future firm-level capital expenditures
and stock returns. Similarly, Gao et al. (2025) extract professional fund managers’ structured be-
liefs from mandated disclosures using ChatGPT-4, finding these beliefs significantly forecast fund
trading behavior and subsequent market returns.

Beyond stock return prediction, LLMs have also shown promise in other predictive tasks.
Athey et al. (2024) successfully apply LLMs to predict workers’ subsequent jobs based on their
career histories. Cong et al. (2025b) propose a new LLM-based framework that delivers superior
performance in forecasting macroeconomic variables. Likewise, Audrino et al. (2024) develop
LLM-based uncertainty indices that exhibit stronger predictive power for macroeconomic indi-
cators, asset returns, and fund flows.

Nevertheless, the literature also suggests notable limitations in LLMs’ predictive abilities.
Chen et al. (2024b) emphasize both the promise and the caution required when deploying LLMs in

financial forecasting. They show that while LLMs are better at gauging risks than humans, they



exhibit behavioral biases in predictions, such as over-extrapolating past returns. Along similar
lines, Ouyang et al. (2024) show that the ethical alignment of LLMs significantly alters their risk
preferences and can systematically bias investment forecasts. Furthermore, Li et al. (2024a) docu-
ment that GPT-4 underperforms human analysts in forecasting GAAP earnings and in predicting
directional changes. Despite its strength in general-purpose textual analysis, its quantitative pro-
cessing capabilities lack consistency, particularly in low-data environments. In addition, GPT-4’s

forecast accuracy diminishes beyond its knowledge cutoff.

2.1.2 Information extraction and analysis

Perhaps the most important function of LLMs is information extraction and semantic analysis.
Traditional textual analysis has relied heavily on simple representations like bag-of-words (BoW)
models or dictionary-based sentiment scores, which ignore word order, context, and deeper se-
mantic relationships, leading to significant information loss and inefficiencies."! These BoW-
based models generate extremely high-dimensional data that require ad hoc dimensionality re-
ductions. In contrast, LLMs can produce much more sophisticated vector embeddings since they
are trained on massive, diverse corpora. Accordingly, LLMs enable financial economists to extract
deeper and cleaner information from complex, unstructured text.'* We provide a more compre-
hensive comparison between traditional textual analysis and LLM-based analysis in Table 3.

In applications involving financial text, Shaffer and Wang (2024) demonstrate that GPT-4 can
automate core earnings estimation by extracting and analyzing unstructured data from 10-K fil-
ings. Also using 10-K filings, Serafeim (2024) shows that LLMs are effective at extracting nuanced

environmental information from corporate disclosures. The promise of using LLMs to decipher

Chen et al. (2022b) argue that existing finance research has only tapped a small part of the textual data land-
scape and often uses basic representations that lose important context. In addition, Frankel et al. (2022) find that
machine-learning methods outperform dictionary-based methods in capturing disclosure sentiment in 10-K filings
and conference-call transcripts.

20ne caveat is that LLMs can underperform custom-trained classifiers for classification purposes. Dell (2025)
conduct experiments involving topic classification on historical newspaper articles. The author shows that GPT-4
and GPT-40 outperform older models but generally do not systematically improve over time. GPT models perform
well on straightforward topics (e.g., horoscopes, obituaries) but worse on complex or domain-shifted topics (e.g.,
politics, World War I).



financial texts is also evident in the analysis of social media data."” Using 1.9 million posts and
55,732 images from Reddit’s WallStreetBets forum, Huang et al. (2024a) show that memes are
often posted in response to negative earnings news, likely serving as a coping mechanism for
losses. Meme usage spurs higher engagement and encourages retail investors to temporarily
hold or double down on losing stocks. Chen et al. (2024c) investigate how retail investors form
beliefs and choose trading strategies by analyzing 96 million social media posts from StockTwits
using LLMs. They find that retail investors dynamically adopt stock analysis strategies based on
information environments.

The economic value of LLM-derived text analytics can be comparable to that of traditional
information sources or even quantitative content. Lv (2024) examines analyst reports with LLMs
and show that the text component explains more return variation than quantitative forecasts. Li
et al. (2026) use LLMs to extract cause-effect links between corporate culture and firm outcomes
from diverse information sources such as analyst reports, earnings calls, and employee reviews.'*
Comparing perspectives across analysts, management, and employees, the authors document
systematic differences in how each group perceives the causes and effects of corporate culture,
shaped by their roles and incentives. Moreover, Bastianello et al. (2024) use LLMs to derive ana-
lysts’ reasoning from 1.6 million reports. They show that this LLM-derived qualitative reasoning
can explain forecast errors and pricing anomalies. Chen and Wang (2024) combine LLM-based
text analysis of over 140,000 US Al patents with detailed microdata on worker flows from Reve-
lio Labs, categorizing Al innovations into seven functional areas. They find that different types
of Al have heterogeneous effects on occupational employment: creativity-, engagement-, and
learning-related Al augment labor demand, while perception-related Al displaces workers. Fur-

thermore, Yoon (2025) shows that incorporating a fine-tuned LLM into iBuyer pricing models

3Social media has had an increasing impact on financial markets, driven by the rapid growth of finance-specific
platforms such as StockTwits, FinTwit, Seeking Alpha, and Reddit’s WallStreetBets. For a comprehensive overview,
we refer interested readers to the recent survey on social media and finance by Cookson et al. (2024).

141, et al. (2026) emphasize key design strategies for effectively using GenAl in financial text analysis, including
employing step-by-step, chain-of-thought prompting for complex reasoning tasks (Wei et al., 2022), addressing LLMs’
limitations with long documents by segmenting texts (Liu et al., 2024), and dynamically augmenting inputs with
relevant information from full reports.



substantially mitigates adverse selection by extracting latent home quality signals from unstruc-
tured listing text. The resulting “text score” reduces expected iBuyer losses by about 44% and
raises the profitability threshold for upfront-payment contracts from roughly 70%.

LLMs have also proven powerful for risk management. Kim et al. (2023b) show that GPT-based
risk measures outperform traditional bigram-based methods (e.g., Hassan et al., 2019) by captur-
ing implicit and contextual risk information and offering explanatory narratives. GPT-derived
proxies better predict future stock volatility, especially for political and climate risks. Krock-
enberger et al. (2024) introduce CovenantAl, trained on 580,000 SEC filings, to detect covenant
violations. They find that CovenantAl achieves higher accuracy and more reliable violation iden-
tification than traditional methods. Beckmann et al. (2024) design a three-step prompting strategy
using ChatGPT to identify "unusual” financial communication in earnings calls, such as a CEO
displaying unpreparedness, addressing non-traditional topics, or responding aggressively. These
types of communication introduce ambiguity and informational frictions and can serve as red
flags for investors. Further, Wu et al. (2025b) apply ChatGPT on the loan assessments reports
of 2,460 micro and small business loans. Human-written texts differ from ChatGPT-refined texts
in terms of text length, semantic similarity, and linguistic representations. The authors show
that incorporating unstructured, ChatGPT-refined text alongside conventional structured data
significantly improves credit default predictions.

Hansen and Kazinnik (2023) apply LLMs in the macro-policy domain. They evaluate GPT-3.5
and GPT-4 models for interpreting Federal Reserve communications, showing that LLMs out-
perform traditional NLP methods in classifying policy stance. The study also finds that market
reactions to FOMC announcements intensified after the release of GPT-4, suggesting that LLMs
can improve public understanding of central bank communications. Similarly focused on policy,
Fang et al. (2024) conduct a large-scale analysis of China’s industrial policy using over 3 million
government documents from 2000 to 2022 with Gemini-1.5. The study identifies 770,000 indus-
trial policies and documents rich variation across regions, industries, and over time, highlighting

how local governments select sectors and experiment with policy tools that evolve with industry



development. They show that industrial policies boost firm entry and sometimes productivity,
though effects depend heavily on implementation quality and tool choice.

Extending the use of LLMs to historical and cultural contexts, Jha et al. (2025) apply BERT-
based embeddings to millions of books and construct a financial sentiment index covering eight
large economies from 1870 to 2009. They find that declines in public sentiment toward finance
predict future banking crises, even after controlling for traditional indicators like credit growth.
This suggests that public trust in finance is an underappreciated early warning signal for financial
instability. Their study demonstrates the power of LLMs to extract nuanced, context-aware senti-
ment from unstructured historical texts at scale, something previously infeasible using traditional
sentiment analysis methods.

Furthermore, Gabaix et al. (2024) propose a natural and promising extension of embedding
methods—vector representations learned from portfolio holdings. They treat assets in an in-
vestor’s portfolio like words in a sentence. They train models (e.g., BERT) to predict missing
assets based on the rest of the portfolio, analogous to predicting a missing word in a sentence.
The authors show that asset embeddings explain relative valuations, stock return comovement,
and institutional portfolio choices better than traditional firm characteristics or text-based em-
beddings. Kakhbod et al. (2024) use LLMs to embed textual descriptions of 10-K filings and patent
abstracts from the USPTO and compute their semantic similarity. They develop a firm-level mea-
sure of Innovation Displacement Exposure (IDE) to quantify how innovations by other firms can
disrupt a given firm’s future growth through technological obsolescence. They show that higher
IDE is strongly and persistently associated with lower future profit growth, particularly over long
horizons. Additionally, IDE also predicts declines in employment, output, and intangible capital,

supporting the interpretation of IDE as a form of obsolescence risk.

2.1.3 Automating tasks

LLMs are increasingly used to automate tasks traditionally requiring significant human exper-

tise. Kim et al. (2023a) show that GPT-3.5 can automate the task of processing complex financial

10



disclosures by generating concise summaries that better capture decision-relevant information
than full documents. By comparing summary sentiment and LLM-generated textual embeddings
to those of original documents, they find that summaries are more predictive of both concurrent
and future returns. By filtering out irrelevant "bloat" disclosures, LLMs help investors quickly
access key insights, reducing information processing costs traditionally handled by human ana-
lysts. Huang et al. (2023a) use the BERT algorithm to build a finance-specific LLM, FinBERT. They
train FInBERT on financial texts and fine-tune it for tasks like sentiment and ESG classification.
The authors find that FinBERT outperforms traditional dictionaries, classical ML models, deep
learning algorithms, and even standard BERT in identifying negative sentiment and capturing
market-relevant information in earnings calls. From a practitioner’s perspective,

The rapid advancement of LLMs, particularly in analytics and reasoning abilities, has led to a
range of new scientific applications, including solving complex mathematical problems (Trinh et
al., 2024), proof writing (Collins et al., 2024), retrieving related literature (Ajith et al., 2024; Press
et al., 2024), and generating code for analytical and computational tasks (Huang et al., 2023b;
Tian et al., 2024). Although these developments have the potential to significantly boost research
productivity, it remains uncertain whether LLMs can tackle the more creative and intellectu-
ally demanding aspects of the research process: research ideation. Si et al. (2024) are among
the attempts to answer this question by conducting a large-scale, controlled experiment com-
paring LLM-generated ideas within the field of NLP to those produced by over 100 expert NLP
researchers. They find that LLM ideas are judged significantly more novel than human ideas,
though slightly less feasible. Similarly, Meincke et al. (2024) find that GPT-4 can produce new
product ideas with higher purchase intent than those generated by top MBA students. Further-
more, LLMs can facilitate rigorous academic research by systematically generating and justifying
candidate instrumental variables through carefully designed, multi-step, role-playing prompts,
thus aiding in the establishment of causal inference (Han, 2024).

More relevant to the field of financial economics, Korinek (2023) identifies six major use cases

for LLMs in economic research: ideation and feedback, writing, background research, coding,
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data analysis, and mathematical derivations. They provide instructions and a systematic rating
of LLMs’ usefulness in each area. While LLMs are already highly effective for automating tasks
in research, the authors stress the need for critical human oversight due to LLMs’ tendency to
hallucinate and produce authoritative but inaccurate content. In a specific research topic, Novy-
Marx and Velikov (2025) demonstrate that LLMs can mine accounting data to identify over 30,000
potential return predictors and find 96 significant signals. For each predictor, the authors use
GPT-3.5-turbo and Claude 3.5-Sonnet to automatically generate full academic papers, including
hypotheses, theoretical explanations, data analysis, results, and conclusions. Nevertheless, they
raise serious concerns that Al’s ability to mass-produce post-hoc explanations could overwhelm
peer review processes, artificially inflate citation metrics, and undermine the credibility of the

work.

2.1.4 Deriving new data

Early studies in finance and economics applied textual analysis to generate new structured data
from unstructured sources. Notable examples include, among others, text-based network indus-
try classifications (Hoberg and Phillips, 2016), firm-level political risk measures (Hassan et al.,
2019), market-implied volatility based on news articles (Manela and Moreira, 2017), and firm-
level measures of financial constraints (Buehlmaier and Whited, 2018)."

Building on these foundations, recent studies have begun to integrate GenAl into creating
new economic measurements. For example, Jha et al. (2024b) use ChatGPT to construct forward-
looking measures based on earnings call transcripts. These Al-based expectation indices can
predict future GDP growth, industrial production, employment, and firm performance. Cao et al.
(2025) use Google’s Bard to identify product market peers for publicly listed US firms from 2003
to 2022. They find that Al-identified peers overlap significantly with those selected by human
experts and outperform traditional methods like text-based similarity (TNIC) in capturing stock

return and accounting fundamental correlations. Bartik et al. (2024) create a comprehensive clas-

15See Hoberg and Manela (2025) for a comprehensive review.
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sification of US municipal housing regulations with LLMs. Their method achieves near-human
accuracy: 96% on binary classification tasks and a correlation of 0.87 on continuous regulatory
measures.

At a global level, Breitung and Miiller (2025) construct global, time-varying business networks
by applying GPT-3 to historical business descriptions from over 63,000 firms across 67 countries.
Their similarity-based networks outperform traditional word-based methods (e.g., Hoberg and
Phillips, 2016) in predicting lead-lag effects in stock returns and identifying M&A targets. On
a similar scale, Fetzer et al. (2024) introduce an Al-generated global production network map-
ping input-output relationships across more than 5,000 product categories. They employ a novel
"build-prune" methodology: first, they use LLMs to generate a large distribution of potential
links between thousands of product categories, and second, the candidate connections generated
during the build phase are rigorously evaluated and filtered to remove irrelevant or incorrect
links. They use this production network to show that recent global trade has shifted toward more
upstream, central products such as semiconductors and critical minerals. Furthermore, using a
global sample of 3,769 firms across 35 countries, Dyck et al. (2025) employ a retrieval-augmented
generation (RAG) LLM to measure family owners’ environmental preferences based on public
information such as philanthropy, advocacy, and green investments. Interestingly, they find that
these closely controlled firms are not cleaner than widely held firms on average. Only when
controlling families exhibit strong environmental preferences and the marginal cost of reducing

emissions is low do these firms significantly lower their carbon output.

2.2 Generative Al as an external shock

The emergence of GenAl has acted as a profound external shock to financial markets, reshaping
investor behaviors, redistributing informational advantages, and altering labor market dynam-
ics. Several recent studies document how GenAI's sudden availability, or its temporary absence,
affects economic activity.

At the investor level, Cheng et al. (2025) show that both retail and institutional investors

13



rely on GenAl for trading-related tasks. They document a significant decline in stock trading
volume during eight major ChatGPT outages. Chang et al. (2023) find that the release of Chat-
GPT narrowed the information gap between retail investors and institutional short sellers. Retail
investors’ trading decisions became significantly more aligned with Al-generated sentiment, sug-
gesting that GenAl can democratize access to sophisticated information processing. Similarly, Lu
et al. (2023) demonstrate that ChatGPT can act as a retail investor’s robo-advisor that interprets
complex information and provides stock recommendations based on news articles and policy an-
nouncements. They also find that ChatGPT outperforms traditional textual analysis methods,
such as cosine similarity, in both predictive power and recommendation quality. Extending this
line of research, Lu (2025) conducts a large-scale randomized controlled trial with over 28,000
investors at a major Chinese brokerage firm. They find that GenAI-powered robo-advisors sig-
nificantly improve financial literacy and shift investor behavior toward more diversified, cost-
efficient, and risk-aware investment choices.

At a more granular scale, using 1.7 million query answer pairs from a major Chinese GenAl
platform in early 2024, Ecker et al. (2026) study how retail investors use GenAl for stock research.
They show that investors rely on GenAl mainly to process and interpret firm specific information
rather than to directly predict stock prices. GenAl supports a transition from basic awareness to
deeper analytical tasks, and users learn from earlier interactions by adjusting subsequent queries
in response to prior answers. Higher GenAl usage is associated with more active and more in-
formation driven trading, although these relationships are correlational rather than causal.

However, there is large heterogeneity in the usage of GenAl. Ecker et al. (2026) find that more
engaged and financially sophisticated users rely on GenAl for integration tasks, while casual
users mostly seek basic awareness. Consistent with this evidence, Blankespoor et al. (2024) find
that sophisticated investors are far more likely to integrate GenAlI tools than novice investors,
implying that while GenAl reduces some barriers, it may also exacerbate inequality depending
on access and skills.

Distributional effects are also observed in the study of Guo et al. (2022). The authors find

14



that while GenAl-based investment consultants improve individual investors’ investment re-
turns, novice and risk-averse investors gain less, suggesting that GenAl may unintentionally
widen performance gaps among investors. Hirshleifer et al. (2025) document stark heterogeneity
across social media platforms: GenAl adoption reduces communication frictions and improves
price discovery on Seeking Alpha, a well governed and expert oriented platform, but is instead
associated with speculative episodes and noise trading on WallStreetBets, where users are less
sophisticated and governance is weaker.

GenAl also provides incremental benefits to more sophisticated market participants. Sheng
et al. (2024) measure hedge funds’ GenAl adoption using a novel Reliance on Al Information
(RAI) index. They find that Al adoption surged in 2022, especially among large, active, and high-
performing funds. Higher RAI is associated with significantly better fund performance, sug-
gesting GenAl enhances decision-making. However, the benefits are unevenly distributed, with
smaller and passive funds seeing little improvement, implying that AI may widen performance
disparities. Christ et al. (2024) provide survey-based evidence on the adoption and impact of Al
tools in sell-side equity research. Based on responses from 190 equity analysts and follow-up in-
terviews, the authors find that 58% of analysts use Al primarily to streamline existing processes
such as summarizing text and collecting data, rather than for novel forecasting or independent
stock recommendations. Analysts who use Al more frequently produce more timely and accu-
rate forecasts. Complementing these findings, Bertomeu et al. (2025) use the temporary ban of
ChatGPT in Italy as an exogenous shock to show that ChatGPT affects the information processing
capabilities of financial analysts. They find that domestic analysts, especially those with technical
backgrounds, reduce their use of Al-generated content during the ban, leading to fewer and less
accurate forecasts. The resulting informational efficiency of capital markets also declines. In a re-
lated vein, Da et al. (2025) show that the 2023 rollout of Chinese LLMs reduced the long-standing
A-share premium over identical H-shares by about 5%, indicating that Chinese LLMs mitigated
information asymmetry by exposing domestic investors to less censored, more comprehensive

information.
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In the broader labor market, GenAl also represents an unexpected shock. Eloundou et al.
(2024) find that about 80% of US workers could see at least 10% of their tasks affected by LLMs,
and 19% could see over 50% affected. Interestingly, higher-wage jobs exhibit greater exposure, as
a larger share of their tasks can potentially be performed or augmented by GenAI. While impacts
may vary across occupations and industries, GenAl is rapidly integrating into the workplace and
meaningfully influences productivity. A national survey by Bick et al. (2024) on GenAI adoption
in the US in 2024 finds that approximately 26% of employed respondents use GenAl at work, a
rate comparable to early personal computer adoption but faster than that of the internet. Oc-
cupations with higher predicted exposure to GenAl tasks show correspondingly higher actual
adoption rates. Users report average time savings of 5.4%, suggesting a potential aggregate pro-
ductivity gain of approximately 1.1% at current adoption levels. Further, Brynjolfsson et al. (2025)
provide early evidence of task-level effects of GenAl deployed at scale in the workplace: GPT-
based chat assistants improved the productivity of customer service agents by 15%, particularly
among lower-skilled workers. Nevertheless, Humlum and Vestergaard (2025) suggest that GenAl
has small labor market effects using two large-scale surveys in Denmark of 25,000 workers cov-
ering 11 exposed occupations. While AI chatbots have been rapidly adopted, workers report
only modest time savings and no meaningful effects on earnings, hours, or employment. Their
findings suggest that the transformative potential of GenAl may be overstated in the short run
and highlight the importance of organizational context in realizing productivity and economic

benefits.

2.3 Generative Al as economic agents

GenAl, particularly LLMs, can be viewed as implicit computational models of human behavior or
economic agents due to the way they are trained and structured (Horton, 2023). In this framing,
LLMs function as decision-making entities with embedded preferences and beliefs, capable of
participating in economic environments much like individuals or firms. Treating an LLM as an

economic agent involves assigning it an objective and analyzing its responses to economic tasks,
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such as making consumption choices under budget constraints, negotiating prices, forecasting
financial trends, or responding to incentives, as one would analyze the behavior of a human
subject. This perspective has sparked a growing body of research investigating whether LLMs
behave in economically rational ways, whether they display human-like cognitive biases, and
whether they can simulate or predict real-world economic outcomes. In essence, the possibility
of GenAl being a stand-in for human agents allows economists to test theories and conduct virtual
experiments in ways that were not previously possible.

Current studies in this emerging field reveal a mix of human-like and unique traits in LLM
behavior. Ouyang et al. (2024) explicitly frame LLMs as Al decision-makers, demonstrating that
these models exhibit stable but diverse risk preferences and that ethical alignment systemati-
cally shifts their willingness to take economic risks. This reinforces the notion that LLMs can be
treated as autonomous agents in economic analysis. Ross et al. (2024) investigate whether LLMs
conform to the classical "homo economicus" ideal (i.e., perfectly rational economic agents) or dis-
play systematic biases similar to humans. They find that, compared to humans, LLMs generally
exhibit weaker loss aversion, similar risk aversion, and stronger time discounting. However, LLM
behavior often lacks consistency across different contexts, and prompting techniques can unpre-
dictably influence their biases. Similar findings are reported by Chen et al. (2023b), who examine
GPT’s economic decision-making across various budget allocation tasks, comparing its perfor-
mance to that of a representative sample of 347 humans. They show that GPT achieves higher
rationality scores than humans across all domains, although GPT’s responses remain sensitive to
question framing—a trait reminiscent of human decision-making. Extending this analysis, Bini
et al. (2025) test major LLM families (ChatGPT, Claude, Gemini, and Llama) across multiple ver-
sions and scales. They find that more advanced and larger-scale LLMs become more human-like
(and less rational by expected utility standards) in preference-based decisions but more rational
in belief-based decisions, while small-scale LLMs tend to behave more irrationally.

A prominent question is whether GenAlI can forecast economic outcomes or interpret infor-

mation as a human expert would. LLMs have been found to demonstrate notable predictive capac-
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ities in financial contexts, though the performance varies. Chen et al. (2024b) examine ChatGPT’s
ability to forecast stock returns from historical price data. They find that, similar to human bi-
ases documented in prior studies, the AI’s forecasts display an extrapolation bias and overweight
recent data. Moreover, ChatGPT’s predictions were overly optimistic on average; however, it
demonstrates greater calibration accuracy than human forecasts regarding risk and return in-
tervals. Bybee (2023) introduces an approach to “generate beliefs" from news: the author feeds
historical news articles into GPT-3.5 and queries it for economic expectations (such as inflation
or growth forecasts). Strikingly, the expectations the AI produces closely track actual human
expectations from contemporary survey data. Hansen et al. (2024) take a further step forward to
mimic human experts. They create synthetic forecaster personas based on detailed participant
characteristics and provide them with real-time macroeconomic data to generate simulated re-
sponses. They find that LLM-generated forecasts are generally similar to human forecasts but
often more accurate, especially at medium- and long-term horizons. This superior performance
stems from LLMs’ ability to extract latent information from past human forecasts while avoiding
systematic biases and noise.

A more complex application of GenAl is to simulate multiple agents and complex interac-
tions. For example, Fish et al. (2024) integrate GPT-4 into an algorithmic pricing task. They let
two LLM-based agents set prices in a simplified market environment and found that the Al agents
quickly learned to avoid undercutting each other, effectively arriving at tacit collusion that kept
prices high. Nevertheless, minor variations in the prompts significantly influenced pricing be-
havior. Horton (2023) conducts a series of classic game-theoretic experiments with GPT-based
agents (dubbed "Homo silicus") in roles such as bidders, bargainers, or players in a Prisoner’s
Dilemma. He finds that LLM agents can indeed engage in strategic behavior: they often learn to
cooperate in repeated Prisoner’s Dilemma rounds and make decisions in dictator and ultimatum
games that fall within the range of human behavior. Extending this idea, Manning et al. (2024)
present an automated social science framework where LLMs are used both as subjects and as the

experimenter. They formalize scenarios (like an auction or a job interview) using a structured
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causal model and let LLM agents interact according to this setup. Impressively, the outcomes of
these LLM-driven simulations reflected known economic principles.

Within the field of financial economics specifically, kazinnik2023bank simulates a bank run
by assigning GPT-based agents and having them decide whether to withdraw funds under rumors
of bank distress. The aggregate withdrawal patterns from this simulated population showed
remarkable alignment with real-world behavior observed in past bank runs. Zarithonarvar (2024)
uses GPT models as respondents in a macroeconomic survey to state their inflation expectations.
They find that these Al agents produce expectation distributions and reaction patterns that mirror

those of human surveys.

3 Al and Corporate Finance

This section examines how Al influences firm performance, organizational change, risk and dis-
closure behavior, and how corporate information is produced, interpreted, and strategically man-

aged.

3.1 Alinvestment and firm performance

Industrial firms have now entered a new era empowered by Al-related technologies, and busi-
nesses across the economy are going through technological transformation (Brynjolfsson, 2014).'
Nevertheless, the benefits of Al adoption for firms are not obvious and have been an open ques-
tion. On the one hand, firms can improve efficiency using Al to automate high-skilled tasks
(Webb, 2019). On the other hand, AI might still be in its infancy to have a meaningful impact on
firm performance (Brynjolfsson et al., 2019). There are two broad mechanisms through which Al
can potentially benefit firms. First, Al can facilitate product innovation, a key driver of business

growth (e.g., Klette and Kortum, 2004). Al has the capability to foster knowledge accumulation by

18Tn finance, FinTech represents the first wave of applying Al-related technologies to drive substantial innovation
in financial services (e.g., Chen et al., 2019; Berg et al., 2022; Hau et al., 2024; Chen et al., 2025a) and promote the
growth of the real economy (e.g., Agarwal et al., 2025).
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streamlining experimentation and lowering the costs associated with product innovation (Busta-
mante et al., 2019). Executive surveys have indicated that the most common application of Al to
date has been to improve existing products and services, as well as to develop entirely new prod-
uct offerings.!” The second mechanism is through reducing the costs of process innovation. The
cost reduction can be achieved in at least two ways: cutting per-unit labor costs and increasing
operational and production efficiency through its forecasting ability.

There are two central challenges in estimating the firm-level impact of Al: the paucity of
granular data on investments in Al and the lack of causal evidence (Seamans and Raj, 2018; Frank
et al., 2019). Babina et al. (2024) is among the first to provide both firm-level data and evidence
of causality. They measure the stock of and demand for Al-related workers of each firm using
detailed resume and job posting data, respectively. They find that Al investment and firm size
form a positive feedback loop: larger firms invest more in Al, which subsequently increases their
sales, employment, and market share. This Al-driven growth stems from product innovation
and increased product offerings rather than cost cutting. These findings are important as they
differentiate the effects of Al from the productivity shock of information technology (IT) in the
1980s and 1990s (Dedrick et al., 2003). For causality, the authors employ an instrumental variable
based on firms’ ex-ante exposure to future Al talent supply, measured by the hiring networks of
universities with a strong Al research history:.

In a related study, Fedyk et al. (2022) analyze over 310,000 employee resumes from 36 ma-
jor US auditing firms to show that Al talent improves product quality by reducing financial re-
statements and fees while boosting productivity. However, the benefits are unevenly distributed:
senior partners gain, whereas junior employees face increased displacement risk. Adams et al.
(2025) use US online job postings since 2010 and show that Al pricing adoption has grown rapidly
and is concentrated in large productive and R&D intensive firms. Adopting firms grow faster earn
higher markups and have stock returns that are more sensitive to monetary policy shocks. Zhang

(2024) measures Al adoption of mutual funds based on job postings and shows that mutual funds

7The survey by Deloitte can be accessed at https://www2.deloitte.com/content/dam/insights/us/articles/4780_State-
of-Al-in-the-enterprise/DI_State-of-Al-in-the-enterprise-2nd-ed.pdf
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with higher Al adoption outperform their peers. A long-short strategy based on this Al ratio
yields an annualized excess return of 2.89%. The performance gains are attributed to enhanced
stock-picking ability, especially for stocks with high volumes of public information, while AI is
less effective for opaque or underreported stocks. Wu et al. (2025a) study companies’ Al analyt-
ics by combining firm-level job postings, hiring patterns, and skill requirements. They reveal a
mitigating role of Al in the decline in innovation post-IPO: acquiring Al talent helps ameliorate
short-term financial and disclosure pressures, allowing firms to sustain innovation after going
public. In the context of credit markets, Gambacorta et al. (2025) use unique data on Italian banks
to demonstrate that Al-based credit scoring improves firms’ borrower evaluation accuracy by
relying on hard, verifiable data, hence reducing reliance on soft information. Zheng (2025) un-
covers an indirect channel through which AI affects firm performance. He finds that ML-assisted
patent screening increases patent quality by 17-26%. Such improvements translate into higher
public firms’ ROA and raise private firms’ likelihood of IPO or M&A.

While much of the existing literature focuses on firms’ adoption of Al technologies, a comple-
mentary line of research has begun to examine the production of Al innovation. An increasing
number of studies use patent data as a proxy for Al-related technological activity (e.g., Webb et
al., 2018; Cockburn et al., 2018). However, firm-level evidence linking Al innovation to produc-
tivity and employment remains limited. Alderucci et al. (2020) identify Al-related patent grants
by the United States Patent and Trademark Office (USPTO) and match them with the US Census
microdata. They find that Al innovation is associated with increases in revenue, value-added per
employee, and within-firm wage inequality. Not surprisingly, these effects are more pronounced
in large, R&D-intensive firms. Although the findings are suggestive, the authors caution against
drawing causal conclusions. Expanding this line of work, Ahmadi et al. (2023) explore patent
data from the USPTO and document that the share of Al innovation in all patenting activity rises
from 5% in 1990 to between 15% and 35% today. They show that Al innovation increases labor
productivity, reduces physical capital intensity, and improves financial flexibility, while leaving

firm size and employment largely unchanged. This suggests Al complements rather than sub-
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stitutes labor.'® The effects of Al innovation depend on its type. Chen and Wang (2024) show
that augmenting Al (e.g., creativity, learning) increases employment and firm productivity, while
displacing Al (e.g., perception) reduces labor costs without raising productivity. Despite these
differences, all Al types raise firm valuation (Tobin’s Q), with the gains shaped by labor mar-
ket frictions. These findings are established using instrumental variables based on quasi-random
patent examiner (different leniency) assignment to address endogeneity.

Al innovations are increasingly valuable to firms. Using US patent data from 1995 to 2020,
Chen et al. (2024d) find that Al patents are approximately 9% more valuable than non-AlI patents,
a premium driven by higher knowledge spillovers (evidenced by 26% more forward citations) and
greater commercialization potential, reflected in improved future profit margins. The value pre-
mium of Al innovations has risen steadily over time, particularly in sectors where occupational
tasks align with AI capabilities. The study also reveals sectoral specialization: IT firms primarily
develop general Al technologies, while non-IT firms focus on application-specific innovations.

Chen et al. (2024d) identify two key policy changes that significantly enhanced the economic
value of Al innovations. First, the implementation of the 18-month patent publication rule un-
der the American Inventor Protection Act (AIPA) in 2000 mandated that patent applications be
published 18 months after filing, regardless of whether the patent was ultimately granted. This
policy accelerated the public disclosure of technical information, including applications that were
never granted, thereby expanding the pool of shared knowledge and enabling broader access to
cutting-edge innovation. This policy was associated with a 5% increase in the relative value of
Al patents in application sectors. Second, Google’s decision in 2015 to open-source TensorFlow
(a deep learning framework) marked a significant inflection point in the democratization of Al
development tools. This unexpected move not only lowered barriers to entry for Al experimenta-
tion and deployment across industries, but also encouraged rapid diffusion of technical expertise

beyond the IT sector. They find that this event increased the relative value of Al patents in ap-

18To establish causality, the authors use an instrumental variable based on the interaction between a firm’s tax
credit-induced R&D capital (capturing exogenous variation in innovation capacity) and its industry’s exposure to
AL
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plication sectors by 2%.

Yang (2022) provides international evidence from Taiwan’s electronics industry. They find
that while AI technology is positively associated with productivity and employment, non-Al
patents also generate pro-productivity and pro-employment effects with a magnitude similar to
that of Al technology. They further show that Al innovation is not universally productivity-
enhancing and may have varied implications depending on firm-specific conditions, task types,
and skill levels.

The market appears to price in AI's impact on firm value. Rock (2019) studies the effect of
Google’s open-sourcing of TensorFlow and find that firms with greater pre-existing Al talent ex-
perienced significant valuation gains—up to $3.3 million per 1% increase in Al-skilled employees—
driven by revised investor expectations rather than immediate productivity gains."” Eisfeldt et al.
(2023) use information on the tasks involved in each occupation and evaluate firms’ exposure to
ChatGPT based on whether each task can be done productively by ChatGPT. They find that Chat-
GPT represents a shock to corporate valuations. An “Artificial-Minus-Human” (AMH) portfolio
that is long high-exposure firms and short low-exposure firms generated daily returns of 0.44%
in the two weeks following the introduction of ChatGPT. The valuation effects exhibit large in-
dustry variation. Publishing, information, and computing-related industries experience positive
returns following the release of ChatGPT, while finance and transportation-related industries
have negative returns overall. Nevertheless, the authors do not provide direct evidence on the
mechanisms behind this impact. International evidence is also consistent. Lu et al. (2024) find
that Al adoption disproportionately benefits large Chinese firms with better access to data and
technical talent, leading to reduced exit rates, increased concentration, and higher attractiveness

to equity investors.

Tee et al. (2025) also show that firms with a higher proportion of jobs exposed to Al exhibited more significant
stock price responses after the introduction of low-cost, open-source Al models.
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3.2 Al-driven organizational transformation

Al can be an important driver of skill-based organizational change.”” Babina et al. (2023a) show
that Al investments can potentially reduce the reliance on traditional hierarchical layers and en-
able lower-level employees to perform more complex tasks independently. Using resume and
job posting data, they find that firms increasing their Al investments tend to employ a more
highly educated workforce, predominantly with STEM degrees. These firms experience shifts to-
wards flatter organizational hierarchies with an increase in junior roles and a decrease in middle-
management and senior positions. Consistent with these findings, Abis and Veldkamp (2024)
find that just like industrialization once allowed workers to produce more goods, Al now allows
knowledge workers to do more with data. They study job postings, wages, and hiring patterns
and show that data become more powerful with machine learning—firms benefit more from each
unit of data, and they need fewer people per unit of data.

This skill-based change is further fueled by the increasing importance of big data due to ma-
chine learning’s capability to reduce diminishing returns to data (Farboodi et al., 2022). While
Farboodi et al. (2022) suggest that data could be valued differently by different entities, Jones and
Tonetti (2020) argue that data is nonrival—that is, data can be used simultaneously by multiple
parties without depletion. Because of this property, data has the potential to generate large so-
cial gains if broadly shared.” Beraja et al. (2023) confirm the benefit of shared data by showing
that access to government data spurs commercial Al innovation. Using China as an experimen-
tal ground, where Al firms access rich surveillance data through public security contracts, the
authors find that firms receiving data-rich contracts increase their commercial software output.

Mihet et al. (2025) argue that market power in Al driven markets depends as much on data access

2 At the global level, a survey-based study by Bughin (2020) on 3,000 firms across ten countries reveals that Al
adoption is far from uniform. While Al adoption is still nascent—fewer than 10% of firms have broadly deployed
Al tools—firms express varied expectations: some foresee workforce reductions, while many anticipate employment
growth or corporate reorganizations.

21From the perspective of the overall welfare of the economy, Jones and Tonetti (2020) show that firm ownership
of data can lead to excessive data hoarding, while government restrictions, though protecting privacy, may greatly
reduce the economic value of data. In contrast, consumer ownership of data, where individuals balance privacy with
incentives to sell their data, yields outcomes closer to the social optimum by enabling widespread use of data and
maximizing welfare.
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as on Al algorithms themselves. Using shocks from AWS in 2006 and transformer models in 2017,
the authors show that cheaper compute favors data intensive firms, whereas better processed data
benefits low Al firms. Bian et al. (2025) develop the first large-scale mapping of inter-firm data-
sharing networks and show that data functions as a form of productive, non-rival capital that
creates strong economic linkages across firms. They find that firms connected via shared data
channels experience significant comovement in operational performance and stock returns.

These organizational changes can be path-dependent. Schubert (2025) present evidence of the
existence of an “organizational technology ladder”: initial technological adaptations determine
subsequent technology adoption trajectories. The author finds that the initial shift in building
digital infrastructure necessary for effective remote operations during the COVID-19 pandemic
sets the stage for companies’ subsequent integration of GenAl Firms that hire remotely also hire
for GenAI skills. This path dependency can exacerbate heterogeneity in corporate productivity.

Al itself is also a useful tool in facilitating corporate decision making. Campello et al. (2023)
argue that managerial decision-making is essentially a robust control problem characterized by
high dimensionality, nonlinearity, dynamic learning, and evolving complexity. The authors in-
troduce AlphaManager, a model leveraging deep learning and offline reinforcement learning to
analyze managerial decisions and optimize firm outcomes based on real-world data. The study
shows that Al can generate high-dimensional, dynamic, and counterfactual insights that guide
corporate policy more effectively than conventional econometric models. Using Compustat and
CRSP data on nearly 20,000 US firms from 1976 to 2023, AlphaManager demonstrates high predic-
tive accuracy in corporate outcomes and achieves strong performance gains: optimizing short-
and long-term market capitalization results in quarterly outperformance of 10.1% and 8.7%, re-
spectively, over real managerial decisions.

While Al improves managers’ ability to assess the probability of a project’s success, Chen and
Han (2024) advocate the necessity of designing a corporate governance structure to effectively
address the agency problem in Al-augmented decision-making. They argue that Al adoption can

unintentionally backfire, leading to suboptimal decisions that reduce shareholder benefits. They
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show that additional information provided by Al raises the likelihood that the manager’s estimate
of the project’s success probability falls within a range where managerial compensation is hardly
linked to decision making, resulting in the pursuit of private benefits over shareholder interests.

In the same spirit as Campello et al. (2023), Erel et al. (2021) demonstrate that Al has the
potential to inform better corporate governance. They treat director selection as a prediction
problem and apply multiple machine learning algorithms to predict director performance. Based
on firm, board, and candidate characteristics from a large dataset of US public firms between
2000 and 2014, they show that the algorithm-selected directors would outperform many real-
world selections, since director selection by humans may be influenced by bias or agency issues
rather than optimal decision-making. In a related vein, Bubb and Catan (2022) shed light on
mutual funds’ corporate governance preferences via machine learning methods. Analyzing votes
on over 180,000 proposals across nearly 5,800 companies by more than 4,600 funds, the authors
apply unsupervised learning to identify key dimensions that explain how mutual funds vote. They
show that large passive funds are more likely to challenge management on key governance issues
than previously assumed, while smaller passive funds relying on proxy advisors may contribute
to their growing influence.

Overall, Al technologies are redefining how firms operate and govern. Yet, realizing their full
potential in corporate settings requires thoughtful integration, complementary investments in
human capital, and robust governance structures to address emerging agency concerns. Further-
more, the increasing integration of Al into corporate decision-making raises important questions
about how humans and Al can best collaborate. Since Al is more likely to augment rather than
replace human decision-making, designing effective human-Al interaction frameworks will be

central to promoting sustainable and productive organizational transformation.

3.3 Technological shift and firm-level risk

Theoretically, the link between firms’ risk and their Al investments is unclear ex ante. As a

prediction technology (Agrawal et al., 2019), Al can enhance firms’ ability to adapt to evolving
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market conditions, potentially reducing their exposure to systematic risk. However, two channels
suggest that Al adoption could heighten firms’ systematic risk. First, Al may introduce greater
fragility, exacerbating downside risk during market downturns. Second, Al can increase system-
atic risk by generating growth options, which is likely to make firms more sensitive to market
movements, particularly in upswings (e.g., Carlson et al., 2004; Pastor and Veronesi, 2009), which
is consistent with the role of Al in driving product innovation.

Babina et al. (2023b) provide the first empirical evidence showing Al investments lead to
higher firms’ systematic risks. Specifically, a one-standard-deviation increase in the Al-related
labor share is associated with a 0.05 increase in market beta. This increase in systematic risk is
concentrated in upside beta and is more pronounced during periods of heightened media cover-
age and investor attention to Al Despite the increase in systematic risk, total return volatility
remains unchanged due to offsetting declines in idiosyncratic and cash flow volatility, suggesting
a reallocation rather than an amplification of risk. Importantly, these effects appear unique to AL
Similar increases in beta are not observed for other forms of technological investment, such as IT,
robotics, R&D, or organizational capital. Moreover, the rise in systematic risk is not attributable to
changes in investor composition, firm size, or financial leverage, nor is it concentrated within the
tech sector. Instead, Al-investing firms become more correlated not only with their own indus-
tries but also with the broader market, reinforcing the notion that Al is fundamentally reshaping
firms’ risk exposure and market comovement.

In contrast, Ahmadi et al. (2023) document that firms increasing Al innovation experience
a reduction in both systematic and idiosyncratic volatility. They employ instrumental variables
based on R&D tax credits and occupation-level Al exposure to show that a 10% increase in Al
patenting leads to a 5-6% reduction in the volatility of net income and profit margins, as well as a
roughly 2% decline in stock return volatility. These reductions in cash flow and return volatility
suggest that Al innovation enhances operational stability. This evidence underscores the stabiliz-
ing effect of successful Al development and distinguishes the risk implications of Al production

from those of mere adoption or investment in other technologies.
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3.4 Dissecting corporate information in the age of Al

The rise of Al is fundamentally transforming how corporate information is produced, commu-
nicated, and interpreted in financial markets. Al-driven data analytics are being increasingly
adopted by corporate stakeholders to process financial information. Firm information has been
increasingly scrutinized by machines. According to Cao et al. (2023a), the share of machine down-
loads of SEC filings (Forms 10-K and 10-Q) increased from under 40% in 2003 to over 80% after
2015. These algorithmic syntheses and disseminations of information are generally less biased
(Cardinaels et al., 2019) and can increase firms’ trading volume and liquidity (Blankespoor et al.,
2018). Textual analysis, such as computational linguistics and NLP, has been widely adopted to
analyze corporate disclosures in extensive academic research.? More recently, academics have
started to employ ML techniques to examine corporate disclosure. For example, they use finan-
cial statements to predict future earnings changes (Chen et al., 2022a), to detect accounting fraud
(Bao et al., 2020), and to conduct financial statement analysis (Amel-Zadeh et al., 2020).

Beyond mandatory filings and voluntary corporate disclosures, data can be generated and ex-
tracted with Al tools from many alternative sources. In a survey article by Cao et al. (2024c), they
highlight the expanding importance of alternative data, such as earnings calls, ESG disclosures,
and social media. They offer a comprehensive overview of how Al is reshaping the informa-
tion environment, fundamentally changing both how financial information is processed and how
firms engage with stakeholders. Al-driven data analytics are also extended to analyze firms’ com-
plex firm attributes. Li et al. (2021) apply machine learning methods to measure corporate culture
from earnings call transcripts. By analyzing unscripted Q&A sections from over 200,000 calls
across 7,500 US firms, they generate firm-level culture scores that are validated against known
indicators and shown to correlate with stronger operational efficiency, risk-taking, long-term ex-

ecutive incentives, and higher firm value—especially during downturns. The study also finds that

221t is unrealistic to provide an exhaustive review of the textual analysis literature in financial economics. There-
fore, we highlight a few survey articles that review major methodological and empirical developments from different
perspectives (Li et al., 2010; Loughran and McDonald, 2016; Loughran and McDonald, 2020; Hoberg and Manela,
2025).
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cultural alignment influences M&A activity and that acquirers’ cultures shift post-merger.

Beyond textual disclosures, researchers have explored nontraditional channels of commu-
nication. Mayew and Venkatachalam (2012) investigate how vocal cues from managers during
earnings conference calls affect capital markets. Using audio files and Layered Voice Analysis
(LVA) software, they measure managers’ emotional states during the unscripted Q&A portions of
calls, finding that both positive and negative affective cues are significantly associated with con-
temporaneous stock returns, future earnings surprises, and the tone of future firm disclosures.
Baik et al. (2024) develop a deep learning-based measure of managers’ vocal delivery quality
(VDQ) from earnings call audio and finds that VDQ declines when firms report bad or uncertain
news. Lower VDQ reduces real-time trading volume and price reactions—especially among retail
investors—and weakens analyst engagement and media response. Hobson et al. (2012) adopt sim-
ilar methods to measure vocal indicators of psychological discomfort using a large sample of CEO
speech. They find that higher vocal dissonance is significantly associated with future financial
restatements due to irregularities, even after controlling for traditional financial and linguistic
predictors. This suggests that vocal cues offer incremental value in detecting deception.

Visual content has also gained prominence as a source of market-relevant information. Cao
et al. (2024a) analyze over 17,000 corporate executive slide decks and use deep learning to classify
images into categories such as forward-looking operations and current summaries. They find that
forward-looking visual content, including product roadmaps or strategic blueprints, predicts both
short-term stock returns and long-term performance. These effects are predominantly driven by
trades from Al-equipped institutional investors, pointing to an emerging "Al divide" in financial
markets, where retail investors and traditional institutional investors are put at a disadvantage.
Borgschulte et al. (2025) combine machine learning—based facial age estimation with mortality
data to assess how industry distress shocks and shifts in corporate governance affect CEO aging
and life expectancy. Using neural network algorithms to estimate “apparent” age from 3,002 CEO
facial images around the Great Recession, they find that exposure to industry distress accelerates

visible aging by about one year.
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Hu and Ma (2025) explore another dimension of nontraditional communication: how delivery
style in startup pitch videos affects investor behavior. Using machine learning to quantify vocal,
visual, and verbal delivery features, they construct a "Pitch Factor" and find that higher scores
associated with enthusiasm, warmth, and positivity significantly increase funding success. How-
ever, these delivery cues do not correlate with startup performance. The authors find that these
persuasion effects arise mainly through belief distortions, as investors are often swayed by style
rather than substance.

Given the expanding role of Al in data analytics, firms are beginning to strategically adapt
to the presence of Al readers. Cao et al. (2023a) find that companies increasingly tailor their
disclosures to optimize for machine readability and sentiment interpretation. Using proxies such
as bulk downloads from the EDGAR system, Al-related job postings, and local AI talent supply,
they show that firms expecting greater machine readership reduce the use of negatively connoted
words, especially following the publication of standard sentiment dictionaries. These adjustments
are more pronounced among firms with greater financing needs and moderated by litigation risk.
Importantly, such disclosures trigger faster market reactions, particularly from institutions with
Al capabilities, raising broader concerns about manipulation in disclosure language.

While Al improves information consumption, it may discourage information production, rais-
ing concerns about transparency in the Al era. Bertomeu et al. (2024) find that as investors in-
creasingly rely on Al firms are more likely to withhold information, reducing their voluntary dis-
closures (e.g., management forecasts). Using the launch of ChatGPT 3.5 as an exogenous shock,
the authors show that firms covered by Al-savvy analysts reduced disclosures by 20% post-launch.
While Al improves information processing speed, it does not increase the overall informativeness
of stock prices, as the crowding-out of firm disclosures offsets this benefit. Analysts’ reactions to
management forecasts also diminish, and non-disclosing firms experience higher valuations.

Furthermore, the rise of Al also seems to incentivize firms to engage in misleading disclosure,
particularly "Al washing" Using 10-K filings, earnings calls, and conference transcripts, com-

bined with firm-level employment data, Barrios et al. (2024) find that Al disclosures are increasing
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across firms but often lack corresponding in-house Al talent. Firms with high Al disclosure and
substantial Al employment show stronger future productivity, innovation, and long-term stock
performance, while firms suspected of “Al washing” (high disclosure but low Al employment)
do not experience similar gains and may even underperform. The market reacts similarly to all
firms’ Al disclosures in the short term, but only rewards those with genuine Al investments over
time. The authors warn of potential misrepresentation in the absence of clear, investment-based

verification of Al disclosures.

4 Al and Asset Pricing

This section synthesizes recent research at the intersection of Al and asset pricing, organized
around three core domains: (1) return predictability, (2) estimating SDF and factor discovery, and
(3) portfolio construction and investment strategy. Within each theme, we highlight how state-of-
the-art Al techniques introduce new methodologies and how they overcome classical challenges
like dimensionality, overfitting, and model misspecification. While this section is titled "AI and
Asset Pricing" to reflect the broader technological shift, most existing studies primarily focus
on machine learning (ML) techniques—a narrower subset of AL.*> ML’s flexibility and predictive
power have positioned it as a promising alternative to traditional approaches. Table 6 summarizes

each study reviewed in terms of its methodologies and research questions.

ZSupervised learning is the most commonly used class of ML techniques in asset pricing, where the goal is to
predict an outcome variable based on a set of input features, typically firm or macroeconomic characteristics (Nagel,
2021). They include linear methods like linear regression and logistic regression. These serve as foundational tools
and are often extended through regularization techniques such as Lasso, Ridge, and Elastic Net to handle high-
dimensional data and prevent overfitting; tree-based models, including decision trees, random forests, and gradient
boosting machines (e.g., XGBoost, LightGBM), are popular for their ability to capture nonlinear interactions and vari-
able importance in an interpretable way; neural networks, especially feedforward neural networks, recurrent neural
networks (RNNs), LSTMs, and more recently, transformers, are employed to model complex temporal dependencies
and extract latent patterns from sequential or textual data.
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4.1 Return predictability

A major strand of the literature uses ML to improve stock return predictability. Forecasting re-
turns is inherently difficult due to low signal-to-noise ratios and the risk of overfitting in a high-
dimensional predictor space. OLS tends to overfit noise rather than identify the true signals if the
right-hand side contains hundreds of characteristics. ML provides powerful tools to address these
issues. The seminal work by Gu et al. (2020) compares a wide range of ML methods for predicting
US equity risk premia using a large sample of stocks over 60 years with over 900 predictors. They
find that ML models significantly outperform traditional linear regressions in out-of-sample stock
return prediction, with trees and neural networks being the best-performing techniques. At the
aggregate US market level, Dong et al. (2022) use ML shrinkage techniques to uncover a strong
link between cross-sectional anomalies and time-series market return predictability. They show
that returns from 100 long-short anomaly portfolios significantly predict the market excess re-
turn out-of-sample. The predictive power is economically meaningful, especially during periods
of heightened limits to arbitrage, and is driven by persistent correction of overpricing in short-leg
portfolios.

The strong predictive power of ML models is also observed in international equity markets.
For example, Leippold et al. (2022) apply an array of ML methods to forecast stock returns in
China’s unique market dominated by retail investors and influenced by state-owned firms and
trading frictions. They find that neural networks outperform other ML techniques in predicting
Chinese stock returns. Notably, return predictability is stronger in China than in the US, and
even long-only portfolios yield significant abnormal profits after transaction costs, performing
well even through the 2015 crash and early 2020 COVID period.

In fixed income markets, Bianchi et al. (2021) employ randomized trees and deep neural net-
works to forecast US Treasury bond excess returns. They find that nonlinear models such as ex-
treme trees and deep neural networks outperform linear benchmarks and traditional dimension-
reduction methods like PCA, even in low-dimensional settings. Importantly, yield and macroe-

conomic data significantly enhance model predictive accuracy. Further, the study introduces a
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novel “group-ensembled” neural network architecture that leverages economic priors by group-
ing variables by macro categories, finding that nonlinearities within economic groups (rather
than across them) are the primary driver of improved prediction. In a corporate bond setting,
Bell et al. (2024) apply an Explainable Boosting Machines to predict bond returns using a rich set
of bond, firm-level, and macroeconomic variables. The model outperforms linear benchmarks
and performs on par with black-box alternatives, achieving an out-of-sample R? exceeding 12%.
Similar to the findings in Bianchi et al. (2021), the most influential predictors are macroeconomic
and financial uncertainty indices and the term structure factor.

In option pricing, Chen et al. (2023a) propose a transfer learning (TL) framework that inte-
grates economic theory from structural models with the flexibility of ML to enhance predictive
modeling in financial applications. Instead of treating potentially flawed structural models as hard
constraints, the approach uses synthetic data generated from structural models to pre-train neu-
ral networks, then fine-tunes them with empirical data. This method helps mitigate overfitting,
improves generalizability, and allows insights from theory to inform empirical predictions with-
out rigid adherence. The authors test this method using the Black-Scholes option pricing model
as the structural source. The TL model significantly outperforms deep learning and traditional
models like Heston (Heston, 1993) in terms of accuracy and stability, especially in volatile mar-
kets, for out-of-the-money options, and when empirical data are limited. Unlike other methods
such as boosting or constrained optimization, the TL model benefits from informative initializa-
tion and fine-tuned flexibility, therefore, it can be applied to other financial problems beyond
option pricing.

The return predictive ability of ML methods directly challenges the weak-form efficient mar-
ket hypothesis (Fama, 1970). Murray et al. (2024) demonstrate that a deep convolutional network
trained solely on past monthly returns can predict the cross-section of next-month stock returns,
closely mimicking the information available to chartists. The model achieves a 1% per month
long—short spread, outperforming classic momentum and reversal strategies. The nonlinear pat-

terns learned by the network are stable over time and persist even among the largest, most liquid
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stocks.

ML has also pushed the frontier of high-frequency and short-horizon return prediction. Tra-
ditional approaches, which rely on economic intuition to pre-select predictors, might overlook
ephemeral signals. Chinco et al. (2019) tackle the challenge of identifying fleeting, short-lived
return predictors in intraday stock data. They leverage LASSO regression to automatically select
return predictors in an ultra-high-frequency setting. Analyzing minute-by-minute stock returns
with thousands of candidate features, their LASSO procedure efficiently picks out a handful of
short-lived but powerful return predictors—often the lagged returns of other stocks with news-
related shocks. The LASSO improves out-of-sample fit and delivers a forecast-implied Sharpe
ratio of 1.8 after trading costs. However, these predictors often last under 15 minutes and are not
easily discovered through standard approaches.

The flexibility of Al-related methods also allows researchers to incorporate alternative data
sources into return prediction. Studies have used ML to extract predictive signals from news
articles, corporate disclosures, and other text corpora. For example, Glasserman et al. (2020)
employ a supervised Latent Dirichlet Allocation (sLDA) model linking daily news text about S&P
500 firms to same-day stock returns. A methodological innovation in that study is a branch-and-
bound algorithm to select the optimal number and composition of topics based on out-of-sample
explanatory power. This approach mitigates the typical overfitting of off-the-shelf topic models
and yields interpretable news topics that significantly explain return variation. In a related vein,
Bybee et al. (2023) explore news text from The Wall Street Journal for risk factor construction:
they identify 180 economic topics from news and then apply a sparse factor-picking algorithm
(Instrumented PCA) to build a small set of “narrative” risk factors. These narrative factors serve as
state variables in an ICAPM-style model and significantly improve the pricing of cross-sectional
stock anomalies.

Beyond text, Al methods can process vast and unconventional data sources, potentially un-
covering return predictors missed by traditional financial metrics. Obaid and Pukthuanthong

(2022) construct a “Photo Pessimism” index using machine vision to classify the sentiment of
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news photographs. This daily sentiment measure from images is shown to predict aggregate
market returns, demonstrating the broad reach of Al in capturing investor sentiment signals
that are hard to quantify otherwise. In a similar setting, Jiang et al. (2023) transform stock-level
historical price and volume data into images and apply convolutional neural networks to iden-
tify visually encoded price patterns predictive of future returns. Their approach outperforms
canonical strategies, such as momentum, short-term reversal, and trend composites, achieving
out-of-sample Sharpe ratios up to 7.2.

Conventional wisdom suggests that highly parameterized models risk overfitting noise, es-
pecially when predictors outnumber observations. However, Kelly et al. (2024) demonstrate that
heavily parameterized models, even when the number of predictors exceeds the number of ob-
servations, can outperform sparse ones in terms of portfolio performance (e.g., Sharpe ratio).**
ML-based return prediction also raises the question of whether the superior predictive ability cor-
responds to genuine risk premia or to mispricing exploitable by investors. Avramov et al. (2023)
examine the realistic profitability of ML strategies after imposing trading frictions (e.g., no micro-
cap stocks, short-sales constraints, transaction costs). They find that while the raw ML strategies
deliver impressive returns, their performance declines once frictions are accounted for. Yet, even
under realistic constraints, ML-driven strategies still outperform conventional factor-investing
approaches, particularly in hard-to-arbitrage market segments and during volatile periods. The
ML signals appear to aggregate many weak pieces of information into a tradable strategy that
picks up mispricings in neglected stocks.

Further, despite their strong predictive performance, ML methods, especially deep learning
models like convolutional neural networks, are often criticized for their lack of interpretability.
This issue arises because these models learn complex, nonlinear representations through many
layers of abstraction, making it difficult to trace how specific inputs lead to specific outputs. Bell
et al. (2024) caution that while their methods achieve high predictive accuracy, these complex

models remain largely “black boxes” in economic terms, as they do not inherently identify struc-

24Nevertheless, Berk (2023) argues that it is still an open question for future research whether more complex ML
models can yield broader and more practically useful implications.
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tural economic mechanisms behind the predictive patterns. Accordingly, Bell et al. (2024) turn to
a “glass box” model, which is designed to be inherently interpretable by virtue of its structure,
while still preserving much of the flexibility and scalability. Specifically, they propose an Explain-
able Boosting Machine, a type of interpretable additive model (e.g., Nori et al., 2019). In their
application to US corporate bonds, the EBM achieved prediction performance on par with com-
plex models while yielding clear economic narratives. For instance, the model revealed nonlinear
effects: extreme macroeconomic uncertainty has a disproportionately large negative impact on
bond returns, and the relationship between bond maturity and returns is hump-shaped rather
than monotonic. It also uncovered heterogeneous effects across firm sizes and credit qualities.
These findings validate that ML methods can balance complexity and interpretability.

In a further attempt to enhance interpretability, Cong et al. (2021a) translate ML models back
into familiar terms. The authors introduce an “economic distillation” framework that improves
interpretability without sacrificing the flexibility of deep reinforcement learning. Specifically,
they use a polynomial-feature-sensitivity analysis to project the complex, nonlinear model onto
a more interpretable linear feature space, allowing them to identify the most influential drivers
of investment performance, including both standard fundamentals and higher-order terms. This
method reveals which features consistently affect portfolio decisions and how their importance

evolves over time.

4.2 The factor zoo and stochastic discount factor

A central question in asset pricing is to uncover the true factor structure driving asset returns:
How many factors are there? What do they represent? How can they be identified from data?
Over the past four decades, asset pricing research has focused on characterizing the stochastic
discount factor (SDF) to explain differences in expected returns. Empirical failures of the CAPM
and evidence from Banz (1981), Fama and French (1993), Carhart (1997), and others suggest that

single-factor models are insufficient, leading to widespread adoption of multi-factor models.?®

%Fama and French (1993) introduce a three-factor asset pricing model, Hou et al. (2015) move on to four factors,
Fama and French (2015) extend to five factors, and Barillas and Shanken (2018) argue for a six-factor model.

36



This shift gives rise to an explosive increase in stock return anomalies—firm characteristics with
unexplained return spreads. This “factor zoo” phenomenon has since drawn criticism for its
statistical robustness and economic interpretation (Harvey et al., 2016; McLean and Pontiff, 2016;
Hou et al., 2020; Feng et al., 2020).%

The factor zoo debate centers on identifying the true number of return-driving factors. Tra-
ditional models either impose a sparse factor structure or yield an excessive number of potential
factors. They typically suffer from issues like high dimensionality, model misspecification, and
persistent pricing errors. In response, a growing literature has turned to ML techniques to bet-
ter handle complex data and uncover latent return structures in a data-driven yet economically
grounded way.

Early work by Light et al. (2017) uses a partial least squares (PLS) framework to treat expected
returns as a low-dimensional latent variable and aggregate many noisy firm characteristics into
a single, high-signal ranking that outperforms PCA, Fama—-MacBeth, and simple rank-averaging
in cross-sectional return tests.

One influential example is the Instrumented Principal Component Analysis (IPCA) frame-
work of Kelly et al. (2019) (KPS), which uses firm characteristics to instrument the time-varying
factor loadings of latent factors. This approach allows the model to determine whether a char-
acteristic’s predictive power stems from exposure to priced risk factors (i.e., through betas) or
represents unexplained alpha. They show that IPCA bridges firm characteristics and factor mod-
els through a semi-supervised learning approach, and that a small set of latent factors can explain
a wide array of return anomalies. Gu et al. (2021) extend KPS by relaxing the linearity assump-
tion and introducing a conditional autoencoder model that uses neural networks to allow for
nonlinear and interactive relationships between characteristics and risk exposures. Empirically,
the autoencoder dramatically outperforms traditional factor models like Fama-French or even lin-
ear IPCA in explaining return covariance and cross-sectional differences. Importantly, the study

shows that most return predictability from firm characteristics disappears once proper nonlinear

ZThere is also a factor zoo for bond returns, as summarized by Dickerson et al. (2023).
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conditional betas are accounted for, suggesting that many variables in the factor zoo are not true
anomalies, but rather proxies for complex, time-varying risk exposures.

Further, Freyberger et al. (2020) propose a nonparametric group LASSO model to select re-
turn predictors and estimate nonlinear relationships between firm characteristics and expected
returns. Using 62 firm characteristics, the authors find that only a small subset of characteristics
(11-14) have true incremental explanatory power. The results show substantial time variation in
the relevance of return predictors, with characteristics like momentum and size showing different
dynamics across time. The authors emphasize the importance of model selection and accounting
for nonlinearities to address the factor zoo problem. In another effort to "tame" the factor zoo,
Feng et al. (2020) propose a framework for evaluating whether a newly proposed asset pricing
factor contributes meaningfully beyond the large set of existing factors. They develop a method
combining double-selection LASSO with two-pass (Fama-MacBeth) regressions to identify and
control for relevant benchmark factors in a high-dimensional setting. Applied to a library of 150
proposed factors, their method shows that most new factors are statistically redundant, although
some retain significant marginal explanatory power. The authors argue that using their approach,
many factors could have been screened out at the time of their introduction, helping discipline
the growth of the factor literature.

To extract economically meaningful factors, Lettau and Pelger (2020) introduce Risk Pre-
mium PCA (RP-PCA), which improves upon standard PCA by identifying factors that explain
both return covariance and expected returns. The method is especially adept at detecting “weak”
factors—those that affect only subsets of assets—and delivers a more accurate estimate of the SDF
than PCA. Empirically, applying RP-PCA to anomaly portfolio returns yields a more parsimo-
nious factor model that prices assets better out-of-sample than PCA factors do. Moreover, the
authors show that RP-PCA can enhance other factor extraction methods: for instance, replac-
ing the PCA step in Instrumented PCA or in the Bayesian shrinkage of Kozak et al. (2020) with
RP-PCA leads to models with better Sharpe ratios and pricing performance. Shifting the focus

to time series factors, He et al. (2023a) propose a Reduced-Rank Approach (RRA) to identify the
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effective number of priced factors by constraining the SDF to a low rank » < K across a large
set of candidate proxies. Empirically, a small number of composite factors capture most pricing
information: one factor closely replicates the market, and five outperform the Fama-French five-
factor model. Unlike PCA, RRA directly targets pricing errors, suggesting many anomalies are
redundant.

ML methods have also been applied to improve the construction of test assets and factor port-
folios themselves. Classic asset pricing tests often rely on sorting stocks into portfolios to create
a manageable basis for the cross-section. However, simple sorts lose information and cannot
capture multiple characteristics simultaneously. Bryzgalova et al. (2025) address this with Asset
Pricing Trees (AP-Trees), a tree-based algorithm that learns how to partition stocks into optimally
informative test assets. The AP-Trees method conditionally sorts stocks by characteristics in a
decision-tree structure, choosing splits that maximize the improvement in SDF representation
(i.e., the spanning of the SDF’s variance). By doing so, it captures high-dimensional interactions
and forms a small set of diversified portfolios that collectively span the space of asset payoffs
much better than ad hoc sorts. The authors show that AP-Tree portfolios dramatically outper-
form standard sorted portfolios in out-of-sample Sharpe ratios and produce much smaller pricing
errors when used to test models. Cong et al. (2025a) extend this idea with Panel Trees (P-Trees), an
ML framework designed to construct test assets and estimate the SDF by clustering assets based
on high-dimensional characteristics to span the mean-variance efficient frontier. Traditional ap-
proaches using pre-sorted portfolios (e.g., size-value portfolios) or standard factor models often
fail to span the efficient frontier due to their ad hoc construction and inability to capture nonlin-
ear, asymmetric interactions among characteristics. P-Trees address this by recursively splitting
the cross-section of individual assets into characteristic-based clusters (leaf portfolios), with the
objective of maximizing the Sharpe ratio of the resulting tangency portfolio. Empirically, using
US equity returns and 61 firm characteristics, the P-Tree method achieves significantly higher
Sharpe ratios than conventional methods, outperforming Fama-French and recent ML-based fac-

tor models in both in-sample and out-of-sample tests.

39



There are four longstanding challenges in estimating the SDF: (1) high dimensionality of the
SDF, (2) unknown SDF functional form, (3) time-variant risk exposure for individual assets, and
(4) low signal-to-noise in stock risk premia. ML methods allow researchers to relax functional
form restrictions and include a vast array of state variables or characteristics when estimating
the SDF. Chen et al. (2024a) design a model that integrates three neural network architectures: a
feedforward network to capture the SDF’s functional form, an LSTM network to extract economic
state variables from macro time series, and a generative adversarial network to construct the
most informative test assets by targeting unexplained pricing errors. By framing SDF estimation
as a conditional GMM problem, their model emphasizes pricing accuracy over pure predictive
power. Using over 12,000 stocks, 46 firm characteristics, and 178 macroeconomic variables, their
approach outperforms standard benchmarks, including Fama—-French models and deep learning
predictors, achieving an out-of-sample Sharpe ratio of 2.6 and explaining up to 23% of expected
returns on individual stocks.

Leveraging a large-scale transformer architecture (Vaswani et al., 2017) into an asset pricing
model, Kelly et al. (2025) propose an Artificial Intelligence Pricing Model (AIPM). The motivation
is that transformers enable cross-asset information sharing: instead of each asset’s returns being
modeled in isolation or only through common factors, a transformer-based SDF uses attention to
condition each asset’s expected return on the characteristics and returns of all other assets. Com-
pared to traditional factor models and other ML methods, the AIPM achieves notably lower out-
of-sample pricing errors, especially relative to neural networks without attention mechanisms. It
also delivers higher out-of-sample Sharpe ratios by effectively capturing cross-asset dependen-
cies. Furthermore, the study finds that increasing model complexity through deeper transformer
architectures consistently enhances predictive accuracy, suggesting that highly parameterized Al

models are particularly well-suited for asset pricing applications (Kelly et al., 2024).

40



4.3 Investment management

Beyond improving asset pricing models, ML techniques are increasingly being adopted to inform
investment decisions and portfolio construction. This subsection reviews a growing body of lit-
erature that applies these ML techniques to improve investment decision-making across several
dimensions: enhancing portfolio optimization and statistical arbitrage, forecasting fund perfor-
mance, and extracting insights from qualitative disclosures.

Traditional portfolio management follows a two-step process: first estimating risk premia or
minimizing pricing errors, then constructing portfolios to meet investment goals. This method
suffers from estimation errors in the first step and misaligned objectives between the two steps.
Additionally, the complex, high-dimensional, and nonlinear nature of financial data makes tra-
ditional econometric methods ineffective. To address these challenges, Cong et al. (2021a) intro-
duce AlphaPortfolio, a deep reinforcement learning framework using LSTMs and Transformers
to process asset characteristics and macro signals. The agent delivers Sharpe ratios above 2 and
annual alpha exceeding 13%, outperforming standard ML strategies even under realistic trad-
ing constraints. To enhance interpretability, the authors apply an “economic distillation” tool to
project the reinforcement learning policy onto interpretable factors like Tobin’s Q and inventory
changes.

Deep learning has also advanced statistical arbitrage. Guijarro-Ordonez et al. (2021) build a
modular system that generalizes common statistical arbitrage strategies into three components:
(1) portfolio construction using residuals from asset pricing models (e.g., Fama—French, PCA,
IPCA), (2) signal extraction via a novel time-series model that combines convolutional neural
networks and transformers to detect local and global patterns in residual price series, and (3)
trading allocation using flexible neural networks optimized over economic objectives such as the
Sharpe ratio. Their approach integrates these components into a global, constrained optimization
routine tailored to real-world trading conditions. The authors show that their deep learning sta-
tistical arbitrage model significantly outperforms benchmark methods, achieving out-of-sample

Sharpe ratios over 4 and annual returns above 20% while satisfying realistic trading constraints.
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The key performance driver is the transformer-based signal extraction, which captures asymmet-
ric short-term price patterns that are largely orthogonal to common risk factors and persistent
across time.

ML techniques are also being used to evaluate and select investment funds and managers,
essentially treating funds as assets whose returns can be predicted. Wu et al. (2021) is the first in
this domain. They apply four supervised ML methods—LASSO, random forest, gradient boost-
ing, and deep neural networks—to forecast future hedge fund performance using 17 fund-specific
variables. They find that cross-sectional ML forecasts outperform time-series regression in both
return and alpha. For US actively managed mutual funds, Li and Rossi (2020) use boosted regres-
sion trees to predict fund returns based on their stock holdings. Their model delivers over 7%
annualized alpha, though most performance is attributable to static exposure to known anoma-
lies. This supports the view that what appears as “skill” is often just systematic factor exposure.
Similarly, Kaniel et al. (2023) employ feedforward neural networks to revisit the predictability
of abnormal returns in mutual funds from 1980 to 2019. They find that fund flows and fund re-
turn momentum are robust predictors of future fund performance, especially during periods of
high investor sentiment, while stock-level characteristics add little incremental value. The model
achieves a large and persistent out-of-sample performance spread: the top decile of predicted
funds outperforms the bottom by 191% annually, or 40 basis points per month. Furthermore,
DeMiguel et al. (2023) apply gradient boosting and random forests to select portfolios of mu-
tual funds and actually find positive net alpha (over 2% per year after fees) for investors. A key
distinguishing feature of this paper is that it focuses on long-only, tradable mutual fund port-
folios using only past data and evaluates out-of-sample net performance after all costs, thereby
assessing realistic investor gains from active management. In contrast, Kaniel et al. (2023) study
long-short fund portfolios, and most of the predictability in after-fee alpha comes from the short
leg, which is not directly investable for most retail investors.

Another novel application of ML in investment management is deriving insights from qual-

itative information. For instance, mutual fund managers write quarterly shareholder letters dis-
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cussing their outlook and strategy. Cao et al. (2023b) develop a deep learning method to quantify
the sentiment managers express toward risk in these reports. They find that when managers
voice negative sentiment about risk, their funds subsequently reduce risk exposure and perform
better. A trading strategy that buys funds whose managers are pessimistic and sells those whose
managers are complacent yields significant annual alpha of 1.5%. Similarly, in the realm of private
equity, Fernandez Tamayo et al. (2023) analyze nearly 400 private equity fundraising prospectuses
using ML to assess whether qualitative textual information can predict fund performance. They
find that quantitative metrics (such as past performance and fund size) predict fundraising success
but do not forecast future fund returns. However, term frequency-inverse document frequency
features derived from the investment strategy section of private placement memoranda predict
fund outperformance with high accuracy. Gradient Boosting Machines achieve a 75% success
classification rate, with a spread of 0.23 in total value to paid-in capital between top-performing

funds and the average.

5 Al and Household Finance

Recent studies report that Al can outperform humans in a variety of decision-making tasks. For
example, Al can substantially improve judges’ jail-or-release decisions (Kleinberg et al., 2018a),
loss estimates in insurance (Ding et al., 2020), and underwriting profitability (Jansen et al., 2023).
Not surprisingly, household financial decision-making also benefits from the rise of advanced
predictive methods in the new wave of Al FinTech represents a leading application of Al in
household finance and a disruptive technology with substantial value (Chen et al., 2019).*’ In this
section, we review how Al contributes to financial inclusion and innovation in financial services,

while also highlight emerging risks related to equity, discrimination, and data governance.

?"The Financial Stability Board (FSB) defines FinTech as “technologically enabled financial innovation that could
result in new business models, applications, processes, or products with an associated material effect on financial
markets and institutions, and the provision of financial services” For comprehensive overviews of the literature on
FinTech and FinTech lending, see Thakor (2020) and Berg et al. (2022).
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5.1 Credit markets and financial inclusion

The rise of Al has significantly improved credit markets by enhancing predictive accuracy, ex-
panding financial inclusion, and increasing operational efficiency. Different from traditional
methods (e.g., Campbell and Dietrich, 1983; Schwartz and Torous, 1993), Al methods are capable
of capturing complex, nonlinear relationships in borrower and macroeconomic data, resulting
in better risk assessment and more accurate loan pricing. For example, Sadhwani et al. (2021)
develop a deep learning model to analyze mortgage borrower behavior using over 120 million US
mortgages from 1995 to 2014. Unlike traditional linear models, this model captures highly nonlin-
ear relationships and complex interactions between risk factors, such as the way unemployment
and credit scores jointly affect prepayment probabilities, or how the effect of house price appreci-
ation on delinquency varies with local labor market conditions. The authors show that their deep
learning model outperforms linear models in forecasts of loan-level and pool-level risks. From
the lenders’ perspectives, Zhou (2024) demonstrates Al’s superior ability to process complex data
and allocate efforts more efficiently in debt collection. In a randomized experiment, the author
finds that Al-generated calling decisions lead to higher repayment rates with fewer calls. Even
beyond conventional information, Chang et al. (2024) show that machine learning methods can
predict loan delinquency by detecting borrowers’ fleeting emotional cues. They find that happi-
ness expressions are negatively associated with future loan delinquency, while fear expressions
are positively associated with delinquency. They also show that the micro-expression metrics
add incremental predictive power beyond internal credit scores.

These technological advances have been rapidly adopted by leading FinTech firms, leading to
extended financial services to previously underserved entities. For example, Buchak et al. (2021)
examine the launch of Yu’ebao, a money market fund distributed through Alipay, which allowed
households to earn market-based returns on deposits. Yu’ebao’s rapid adoption led to substan-
tial deposit outflows from incumbent banks, supporting a bottom-up financial liberalization and
improving household welfare. Liu et al. (2022) show that big tech loans are primarily offered to

borrowers with limited access to other forms of credit in a study of a FinTech subsidiary of Ant
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Group that leverages Al to lend to small and medium-sized enterprises. *

By incorporating advanced lending technologies that utilize alternative data and Al, FinTech
firms can expand credit access to so-called “invisible primes”—creditworthy individuals who are
frequently excluded by traditional lenders that rely heavily on traditional credit scores for under-
writing decisions. For example, FinTech lenders can overcome traditional banks” data advantages
by leveraging the rich, low-cost information embedded in borrowers’ cashless payment records
(Ghosh et al., 2022). Using Alipay’s user data, Ouyang (2021) provide causal evidence on how
digital payment data can facilitate financial inclusion at the household level. The author finds
that increased adoption of cashless payments leads to higher credit access and larger credit lines,
particularly benefiting older and less-educated borrowers.”” In a US context, Di Maggio et al.
(2022) show that a sophisticated underwriting ML algorithm approves 15-30% of applicants who
would have been rejected by traditional models and offers them substantially lower interest rates.
These benefits are most pronounced among borrowers from minority and immigrant-heavy re-
gions. The improvements in credit inclusion stem both from the use of alternative data (e.g.,
education, employment, digital footprint) and the use of more advanced ML techniques.

Further complementing this evidence, an emerging literature uses predictive models to
demonstrate that digital footprints can play a significant role in promoting financial inclusion.
Berg et al. (2020) show that simple digital footprint variables, such as device type, operating
system, and email provider, can predict consumer default risk with accuracy comparable to tradi-
tional credit bureau scores. Importantly, digital footprints help reallocate credit toward borrowers
with favorable behavioral signals without increasing default rates, including those with low or

no formal credit history. In a closely related study, Agarwal et al. (2019) apply Al-driven models

%Some evidence suggests that while FinTech lending boosts market efficiency, it does not significantly enhance
financial inclusion. Fuster et al. (2019) find that FinTech lenders in the US mortgage market do not disproportionately
serve credit-constrained or underserved borrowers—they tend to be used more by educated and older populations.
Tang (2019a) suggest that P2P lending, a form of technology-based lending, does not primarily improve financial
inclusion for the previously underserved. Instead, it shows that P2P platforms act as substitutes for banks by serving
borrowers who already had access to bank credit but were displaced by a negative credit supply policy shock.

2While FinTech innovations have expanded credit access and promoted financial inclusion, they often raise con-
cerns about overborrowing. Dong et al. (2024) argue that credit reporting regulation can effectively mitigate this
issue.
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trained on mobile and social footprint data from a mobile-only lender in India. They find that
these alternative data sources outperform traditional credit scores in predicting loan defaults,

particularly for financially excluded individuals.

5.2 Al-empowered financial advice

Al automation has steadily advanced across many sectors over the past few decades (e.g., Au-
tor, 2015; Acemoglu and Restrepo, 2019). More recently, it has begun to transform traditionally
high-skill professions, such as law, accounting, and financial services. Robo-advisors, as the most
prominent example of automated financial advice, have grown rapidly.*® Robo-advisors offer two
main advantages over traditional advisors: (1) they use big data and algorithms to lower mone-
tary, cognitive, and psychological transaction costs associated with human decision-making, and
(2) they can democratize access to high-quality financial management for less-wealthy investors
(D’Acunto and Rossi, 2023; Reher and Sokolinski, 2024). Therefore, robo-advice holds the poten-
tial to improve financial literacy, narrow wealth gaps, and enhance policy effectiveness.
Extensive studies have documented that Al-empowered advisors provide incremental value
to investors. D’Hondt et al. (2020) compare actual investor performance to that of robo-investors
using a rich dataset of nearly 23,000 real investors. They find that Al-guided robo-advisors de-
liver the greatest benefits to low-income and less-educated investors, who tend to under-diversify
and mismanage risk. Particularly during the financial crisis, Al-based strategies significantly out-
performed human investors. Coleman et al. (2022) show that robo-analysts issue more balanced
(less optimistic) stock recommendations and are less influenced by conflicts of interest. Their buy
recommendations generate significantly higher long-run abnormal returns (4-5% annually) than
those of human analysts. In a similar context, Cao et al. (2024b) find that Al-based stock analysts
outperform human analysts in 54.5% of forecasts, particularly when processing large volumes

of information. Further, Guo et al. (2022) provide the first empirical evidence on the impact of

3Deloitte (2016) defines a robo-advisor as “an online portfolio management solution that aims to invest client
assets by automating client advisory” The global robo-advisory market size was valued at USD 8.39 billion in 2024.
The market is projected to grow from USD 10.86 billion in 2025 to USD 69.32 billion by 2032 (Fortune Business
Insights, 2025).
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GenAl investment consultants (GAICs) using data from Ant Fortune’s Zhi Xiaobao. The authors
find that GAIC use improves investment decisions, reduces suboptimal redemption activity, and
increases returns, particularly for experienced and risk-seeking investors.

One important mechanism through which robo-advisors improve investment performance is
by mitigating behavioral biases, such as loss aversion, overconfidence, confirmation bias, and the
disposition effect. This is particularly crucial because many biases act as investor-specific "fin-
gerprints.! For example, Ouyang and Ouyang (2025) show that the disposition effect is highly
persistent for the same individuals across both low-stakes trading simulations and their actual
mutual-fund portfolios. They also find that extrapolative beliefs combined with realization pref-
erences jointly account for the fixed disposition effect: contrarian investors show stronger dispo-
sition effects, and there is a sharp increase in selling precisely when a holding moves from a slight
loss to a slight gain. This concept of a durable, predictable behavioral style is further reinforced
by Han et al. (2020). They not only find a similar persistence for a contrarian trading tendency
but also demonstrate that this style can be predicted using machine learning. Specifically, they
show that behavioral data from a virtual trading experiment, analyzed with logistic regression, is
significantly more powerful at predicting an investor’s real-world trading style than traditional
demographic data, as measured by Area Under the Curve (AUC). The combined evidence that in-
vestors display stable, predictable yet varied biases, such as the disposition effect and contrarian
behavior, emphasizes the importance of robo-advisors delivering personalized nudges instead of
generic, one-size-fits-all interventions.

Rossi and Utkus (2024) study the adoption of Vanguard’s hybrid robo-advisor by over 55,000
US investors and find that it improves portfolio efficiency and risk-adjusted performance (higher
Sharpe ratio). Such improvement is mainly driven by reducing poor diversification, low equity
exposure, and excessive home bias. The largest gains accrue to initially unsophisticated investors.

Using an international sample, D’Acunto et al. (2019) study the adoption and effects of a robo-

3'Hwang et al. (2025) conduct Al-driven field interviews with 1,540 actual investors. They uncover thirteen recur-
rent mechanisms that together form actual investor behavior, with substantial heterogeneity both across and within
investors.
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advising portfolio optimizer introduced by an Indian brokerage firm. Comparing adopters and
non-adopters, they find that robo-advising improves portfolio diversification, especially for pre-
viously underdiversified investors. Across the board, robo-advice reduces behavioral biases, in-
cluding the disposition effect, trend chasing, and the rank effect.

Robo-advising is not necessarily without pitfalls. Uptake of such automated tools often re-
quires the tool to grant a degree of autonomy to investors, such as allowing them to experiment
with portfolio allocations and approve trades. This autonomy can reduce algorithm aversion—the
common hesitation to fully rely on automated decision-making (Dietvorst et al., 2018; Stradi and
Verdickt, 2025). At the same time, full control given to investors reintroduces suboptimal behav-
ior such as that due to lack of self-control (Thaler and Shefrin, 1981) or overtrading (Barber and
Odean, 2000). Some robo-advisors have been criticized for prioritizing firm profits over clients’
best interests.*

This raises the question of whether and how human experts continue to offer distinct value
in the era of automation. On the one hand, the primary function of financial advisors is to pro-
vide technically grounded investment recommendations, a task for which low-cost, automated
“robo-advisors” already serve as a widely adopted alternative. On the other hand, human advi-
sors also deliver complementary services that rely on “soft” interpersonal skills, such as offering
emotional reassurance to help clients take compensated risks (Linnainmaa et al., 2018), mitigating
behavioral biases like loss aversion (Calvet et al., 2023), and fostering trust in the financial sys-
tem (Gennaioli et al., 2015). Although recent studies suggest that robo-advice may elicit similar
behavioral responses (Linnainmaa et al., 2018; D’Acunto et al., 2019), it remains unclear whether
certain client-facing functions, especially those requiring interpersonal engagement, can be re-
placed by automated tools. Modeling this trade-off, Huang and Ouyang (2025) formalize the key
friction: human advisors can elicit subjective "soft information" but are prone to strategic bias,
whereas unbiased Al advisors struggle to process unarticulated client needs due to architectural

limitations, leading to a novel form of information loss.

32See, for example, “Should Retirees Use Robo Advisors?,” Wall Street Journal, November 12, 2017.
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Costello et al. (2020) investigate whether human discretion still adds value in an era of Al-
driven credit decision-making. The authors conduct a randomized field experiment with trade
creditors. They show that human discretion can improve portfolio outcomes by incorporating
private information and competitive considerations, which Al models may not fully capture. In
a related vein, Greig et al. (2024) investigate the role of human financial advisors in a hybrid
robo-advisory platform, where investment portfolios are automated but clients are randomly
assigned to human advisors for onboarding and support. The authors find that human advisors
significantly improve investor retention, especially during market downturns, despite having no
influence on portfolio allocation or performance. In the structural model, high-retention advisors
are shown to enhance investor confidence as if the client had observed 20 years of return data (vs.
12 for low-retention), and deliver ongoing utility equivalent to 30 bps in annual portfolio returns.
In economic value, investors would require a 9.6% lump-sum wealth transfer to be indifferent
between high- and low-retention advisors.

Cao et al. (2024b) further confirm the complementing role of human analysts. They find that
while Al-based stock analysts outperform human analysts in forecasts, human analysts perform
better in contexts requiring institutional knowledge, such as firms with intangible assets, financial
distress, or low liquidity. The authors find that combining AI and human forecasts—the "Man +
Machine" model—outperforms either alone. This combination exhibits the greatest synergy in
high-uncertainty, low-data environments.

With regard to managing debt, Chak et al. (2022) study the effectiveness of robo-advice in
improving loan repayment decisions, particularly for vulnerable households with poor debt-
management skills. In a randomized controlled trial with UK consumers, access to free robo-
advice significantly improved repayment outcomes, and many users valued the tool beyond its
monetary benefits, likely due to reduced cognitive effort. However, distrust of algorithms led to
lower adoption and frequent overriding of advice, especially among vulnerable groups, poten-
tially limiting its equity-enhancing potential. Nevertheless, robo-advice did not improve users’

future unassisted decisions and even crowded out learning-by-doing, raising concerns about its
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long-term impact on financial capability.

5.3 Data and privacy

The advancement in Al has led to an explosion in the usefulness of data, shifting knowledge
production from human judgment toward data-driven systems (Farboodi et al., 2022; Abis and
Veldkamp, 2024; Liu et al., 2025). Data now play a critical role in driving innovation and shaping
long-term economic outcomes, making it a cornerstone of the broader macroeconomy (e.g., Jones
and Tonetti, 2020; Goldstein et al., 2021; Cong et al., 2021b). While this transformation creates
new opportunities, it also raises important concerns about data privacy (Acquisti et al., 2016; Chen
et al., 2021a; Goldfarb and Que, 2023). Data-driven credit provision enables financial inclusion
while also intensifying the need for careful governance of user data, particularly when lenders
gain persistent monitoring power through platform integration (Gambacorta et al., 2023). The
increasing reliance of digital platforms and Al systems such as Amazon, ChatGPT, and Alipay
on user data has further intensified these concerns.® In response, an emerging literature seeks
to answer a central question: How does the design of data-sharing environments affect user
behavior, welfare, and market efficiency via technology, incentives, and regulation?

There are fears that platforms may use their data and gatekeeping power not only to im-
prove consumer targeting but also to increase sellers’ market power and extract more surplus via
managed advertising and product steering. Bergemann and Bonatti (2024) investigate this issue
and find that precise consumer data enable digital platforms to steer users toward high-margin
products, increasing seller surplus but reducing consumer privacy and potentially harming wel-
fare. However, off-platform alternatives and privacy-enhancing regimes can limit this exploita-
tion by restricting data access and curbing the platform’s steering power. As a result, the impact
of data precision on welfare critically depends on the strength of privacy protections and con-

sumers’ ability to avoid being fully tracked. In support of this view, Ahnert et al. (2025) study

33The change in consumer attitudes is reflected in the passage of several major data privacy regulations, such as the
European Union’s General Data Protection Regulation (GDPR) in 2018, California’s Consumer Privacy Act (CCPA)
in 2020, China’s Personal Information Protection Law (PIPL) in 2021, as well as recent amendments to Japan’s Act
on the Protection of Personal Information (APPI).
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how the design of digital payment systems affects the trade-off between transaction efficiency
and data privacy in lending markets. They find that while digital payments improve efficiency,
they expose users to data disclosure, reducing their informational rents. The value of transpar-
ent, user-friendly consent mechanisms in privacy regulation has also been highlighted by Matos
and Adjerid (2022). They evaluate the impact of GDPR’s enhanced consent requirements using a
field experiment involving 33,629 households at a major European telecom provider. Contrary to
concerns that stricter consent rules would reduce data sharing, they find that opt-in rates for data
use increased, particularly for service-related information, while more sensitive data remained
less frequently shared. One caveat with policy intervention is that there is a growing welfare gap
between strong-willed consumers who benefit from data sharing and weak-willed consumers
who suffer from it (Liu et al., 2023).>* An opt-in/opt-out privacy regime (like GDPR) can reduce
inequality but may lower overall welfare, depending on the severity of self-control problems.
From individual consumers’ perspectives, Tang (2019b) investigate whether and how much
online borrowers value the privacy of personal data. Using randomized controlled trials on a
Chinese P2P lending platform, the author shows that borrowers value privacy and are less likely
to complete loan applications when asked to disclose personal information such as social network
ID and employer contact. A structural model estimates that applicants value the privacy of these
data at 230 RMB ( $33), or about 8% of the average loan’s net present value. While this evidence
indicates users’ aversion to intrusive data requests, Chen et al. (2021b) uncover an interesting
pattern using survey and behavioral data from Alipay. They find that despite nearly 85% of users
expressing privacy concerns, users across all concern levels authorized data sharing with a similar
number of third-party mini-programs. They further suggest that privacy concerns may emerge

from increased digital engagement, rather than being innate.

%4 An example is open banking where data sharing is voluntary. A perverse effect may arise: high-quality bor-
rowers tend to opt in, while others opt out, making non-participation a negative signal (He et al., 2023b). Privacy-
conscious borrowers suffer from this signaling effect despite not sharing data.
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6 Al and the Labor Market

The rapid rise of Al has sparked wide-ranging discussions about its implications for labor mar-
kets and macroeconomic outcomes. While Al is widely seen as a transformative general-purpose
technology (GPT), its effects on labor markets remain complex and uneven. Some research high-
lights its potential to boost productivity and reduce skill gaps; others point to its role in widening
wage inequality and reducing labor’s share of income. Scholars have explored how Al interacts
with task-level skills, reshapes occupational demand, affects innovation strategies within firms,
and influences aggregate economic growth. This section reviews the emerging literature on the
labor market implications of Al. We organize the discussion of the impact of Al on the labor

market by its theoretical frameworks, empirical evidence, and macroeconomic consequences.

6.1 Theoretical foundations: automation vs. augmentation

The impact of the technological advancement on labor markets remains a subject of active debate.
Some argue that the rise of automation—including technologies such as computer-controlled ma-
chinery, industrial robots, and Al—signals the possibility of large-scale job displacement (e.g.,
West, 2018). An opposing view contends that these advancements complement labor and raise
output in ways that lead to higher demand for labor, higher employment, and wage growth (e.g.,
Bughin et al., 2017). A third perspective recognizes the dual nature of Al and similar innova-
tions: they can simultaneously substitute for human labor in some tasks while complementing
labor in others, with the net effect depending on the balance of these forces (e.g., Autor, 2015).
Agrawal et al. (2019) argue that the overall impact of Al on labor demand is ambiguous and
context-dependent, varying by task structure, organizational response, and availability of com-
plementary skills.

Acemoglu and Restrepo (2018) develop a task-based framework that helps reconcile these
views by analyzing how technology reassigns tasks between labor and capital. In this model,

automation induces a displacement effect by substituting machines for workers in specific tasks,
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reducing both employment and the labor share of income. This displacement can be counteracted
by three offsetting forces: productivity gains that increase demand for non-automated tasks, cap-
ital accumulation that boosts overall output, and deepening automation that improves task effi-
ciency without expanding its scope. However, the most important counter force is the creation of
new, labor-intensive tasks that restore demand for human labor. Yet, the transition is often slow
and painful due to skill mismatches, slow worker reallocation, and training lags. Subsequent work
by Acemoglu and Restrepo (2019) provides empirical evidence for this framework, showing that
over the past three decades, automation in the United States accelerated while the creation of new
tasks lagged. This led to a significant slowdown in labor demand growth and only modest gains
in productivity. Their decomposition suggests that the mix of technologies adopted has increas-
ingly favored displacement over reinstatement. Echoing this concern, Acemoglu and Restrepo
(2020Db) caution that much of contemporary Al development is focused on what they term “so-so
automation”—automating tasks for marginal efficiency gains rather than pioneering truly new
tasks—a direction that could yield meager productivity improvements yet still displace workers.
Drawing on evidence from the diffusion of industrial robots, they show that such technologies
reduce the labor share and disproportionately harm low- and middle-skill workers. Over time, the
failure to generate new labor-intensive tasks has weakened both employment and productivity
growth.

Al is often described as a GPT with broad transformative potential, and history offers analo-
gies for its labor market trajectory. Like past GPTs such as the steam engine, electricity, and
computing, Al's impact may unfold gradually and non-linearly, involving substantial comple-
mentary innovations and adjustments. A notable pattern observed with earlier GPTs is the “pro-
ductivity paradox,” wherein significant technological advances did not immediately translate into
measured productivity growth. Brynjolfsson et al. (2021) formalize this idea in what they call the
productivity J-curve: measured productivity may initially lag as firms invest in intangible com-
plements (business process redesign, human capital, new business models), then surge once those

investments pay off. They predict that as complementary investments accumulate, Al could even-

53



tually drive substantial productivity gains. Thus, current productivity data may understate Al’s
long-run potential, emphasizing the need for patient investment and supportive policy to unlock
its broader economic benefits. This framework echoes Solow’s paradox® from the information
technology (IT) era and suggests that the current slow growth in productivity despite rapid Al
progress is not inconsistent with a large future impact. Rather, it reflects implementation lags.
Taken together, the theoretical and historical perspectives highlight a tension between dis-
placement and complementarity. Will Al follow the path of past technologies that ultimately cre-
ated more jobs and tasks (albeit with lagged gains and skill biases), or will it primarily automate
existing work to the benefit of a narrow elite? The literature suggests the outcome is contingent
on choices—how firms and policymakers steer Al deployment. Al is often described as having a
“dual nature”: it can be used to automate tasks formerly done by humans, or to augment human

productivity and even generate entirely new tasks and industries.

6.2 Micro-level evidence: Al exposure and task-level impact

Early empirical attempts to gauge AI's impact on jobs often produced alarmingly high estimates
of automation potential. Frey and Osborne (2017) estimate that 47% of US jobs are at high risk
of automation using experts’ assessments. In contrast, Arntz et al. (2016) yield much lower esti-
mates. They argue that only around 9% of jobs in OECD countries are highly susceptible to full
automation once one accounts for the fact that many jobs include both automatable and non-
automatable tasks. This stark difference highlights a crucial point: occupations are not mono-
lithic, and focusing on the task level is essential for understanding AI’'s labor market impact.

A growing body of empirical work measures the “exposure” of occupations to Al and exam-
ines early labor market effects. With the task-based focus, Brynjolfsson et al. (2018) investigate
how ML is reshaping the landscape of work and economic organization by treating occupations

as bundles of tasks—some of which are more suitable for ML than others. They develop a mea-

35Robert Solow’s comment on computers appears in his 1987 New York Times Book Review article: “...what ev-
eryone feels to have been a technological revolution, a drastic change in our productive lives, has been accompanied
everywhere, including Japan, by a slowing-down of productivity growth, not by a step up. You can see the computer
age everywhere but in the productivity statistics.”
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sure of “Suitability for Machine Learning” for over 18,000 tasks across nearly 1,000 occupations.
They show that while nearly all occupations have some tasks that are automatable, very few are
fully automatable, implying that ML adoption will lead to task-level reorganization rather than
complete job replacement.

Building on the conceptual framework of Brynjolfsson et al. (2018) that describes “labor” via
the bundle of skills or abilities, Felten et al. (2018) develop a data-driven method to systemati-
cally assess how advances in Al affect labor by linking specific Al capabilities to human occu-
pational abilities. Unlike prior approaches that broadly categorize entire occupations as "at risk"
of automation (e.g., Frey and Osborne, 2017), their method focuses on task-level and ability-level
granularity by mapping Al advances to 52 distinct human abilities. The authors show that as
Al technologies improved between 2010 and 2015, the skills needed for many jobs changed in
the following years, suggesting that their method can help predict which job skills and which
jobs might be affected as Al continues to advance. Felten et al. (2019) introduce an Al Occupa-
tional Impact (AIOI) measure that refines Felten et al. (2018)’s approach by dynamically linking
Al progress to occupations through weighted ability mappings. They find that AIOI is not sig-
nificantly associated with employment declines but is positively correlated with wage growth,
particularly in occupations requiring high levels of software familiarity. A one standard devi-
ation increase in AIOI leads to a 0.41 percentage point rise in wage growth overall, and a 0.61
point rise in high-software-use jobs, while showing no meaningful effects for low- or medium-
software-use roles. Additionally, they raise concerns that the benefits of Al are concentrated in
high-income occupations, indicating that AI may be contributing to labor market polarization
and income inequality.

Similarly, Webb (2019) introduces a task-level measurement of occupational exposure based
on the overlap between job task descriptions and the text of Al-related patents. He first vali-
dates this approach on past technologies (like software and robotics) and shows that occupations
heavily exposed to those earlier innovations experienced greater declines in employment and

wages, especially for routine and mid-skill roles. When applied to Al the pattern of exposure
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looks very different from past automation waves. The method reveals that Al is most associated
with high-skilled cognitive tasks such as programming, legal analysis, and scientific research.
Accordingly, the occupations he identifies as most exposed to Al include highly educated, white-
collar roles (e.g., engineers, physicians, financial analysts), unlike historical automation which
primarily threatened manufacturing and other routine manual jobs.

Amid growing interest in GenAl, Eloundou et al. (2024) estimate their potential impact on the
labor market by evaluating task-level exposure across 923 occupations. They define "exposure”
as the potential for LLMs (with or without complementary software) to reduce task completion
time by at least 50% while maintaining quality. They find that only 1.8% of jobs are highly ex-
posed to LLMs alone, but this rises to over 46% when accounting for likely software integrations.
High-exposure jobs tend to be high-skill, high-wage roles involving text, coding, or information
processing. While full automation remains limited (under 2% of tasks), over 70% of tasks have
components LLMs could assist with.

Motivated by the debate over whether Al will displace jobs or enhance productivity as an
augmentation, Acemoglu et al. (2022) provide a demand-side perspective by investigating how
firms adapt hiring in response to Al They measure Al exposure by linking each establishment’s
occupational structure to three task-based indices in previous studies: the AIOI (Felten et al.,
2019), the Suitability for Machine Learning index (Brynjolfsson et al., 2018), and Al exposure
score (Webb, 2019). They show that establishments with higher AI exposure tend to increase Al-
specific hiring and adjust the skill requirements in job postings, while reducing overall and non-
AT hiring. This indicates that Al adoption is related to task substitution. However, these effects
are not detectable at the industry or occupation level, suggesting that the broader employment
and wage impacts of Al remain modest at this stage. On the heterogeneity of the effects of Al
on hiring decisions, Lichtinger and Hosseini Maasoum (2025) find that Al adoption dispropor-
tionately reduces demand for junior workers, while leaving senior roles largely unaffected. This
creates a seniority-biased technological shift with potential long-term consequences for career

ladders, wage growth, and inequality. Nevertheless, its aggregate effects remain limited given the

56



relatively small share of adopting firms.

On the supply side of the labor market, Gofman and Jin (2024) suggest that while big-tech
firms benefit from hiring top Al talent, this may come at the cost of reduced innovation and
startup activity in the broader economy by disrupting the academic knowledge pipeline essential
for training future Al entrepreneurs. They document a "Al brain drain" effect—the departure of Al
professors from academia to industry negatively affects the creation and funding of Al startups
by their former students.

In addition to observational studies, a recent wave of randomized experiments has begun
providing causal evidence on how Al tools affect worker productivity and performance in spe-
cific tasks. Brynjolfsson et al. (2025) study the deployment of a GPT-3-based assistant among
over 5,000 customer service agents at a Fortune 500 firm, finding a 15% average productivity in-
crease, with gains reaching 30% among less experienced workers. In contrast, high-skill agents
benefit little, and in some cases, performance slightly declines. Kanazawa et al. (2022) report
similar patterns among taxi drivers using an Al navigation tool: productivity rises 5% on av-
erage and 7% for low-skilled drivers, narrowing skill-based performance gaps. Noy and Zhang
(2023) show that ChatGPT reduces task time by 40% and improves writing quality, particularly
for lower-performing professionals. Peng et al. (2023) find that GitHub Copilot accelerates soft-
ware development by 56%, especially benefiting less experienced and older programmers. In a
similar field experiment, Cui et al. (2024) estimate that the usage of a GenAl coding assistant
led to a 26% increase in weekly task completion based on experiments at Microsoft, Accenture,
and a Fortune 100 electronics firm. These productivity benefits were concentrated among more
junior developers and recent hires, consistent with the findings in Peng et al. (2023).* Jabarian
and Henkel (2025) conduct a large-scale natural field experiment involving 70,000 job applicants

randomly assigned to interviews with human recruiters, Al voice agents, or a choice between the

% A related study by Sarkar (2025) documents that an Al coding agent, agentic Al systems that perceive and act
on their environment to autonomously pursue objectives, increases coding mode, software output by 39% relative to
trend, with no increase in error or revert rates, suggesting short-run productivity gains without quality deterioration.
Interestingly, unlike prior Al tools that mainly benefited less experienced workers, agent usage and acceptance rates
are higher among experienced workers.
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two. They find that automating interviews with Al increases job offers by 12%, job starts by 18%,
and retention up to four months by 16-18%.

In the context of financial services, Liu (2024) shows that Al improves sales productivity using
alarge-scale randomized experiment with 11,000 insurance agents in China. However, Al use also
led to increased adverse selection—more high-risk consumers purchased insurance—suggesting
a crowding out of agents’ own risk-assessment efforts. Choi and Xie (2025) provide some of
the first empirical evidence on how GenAl is reshaping financial accounting through a survey
of 277 accountants, a formal theoretical model, and proprietary field data from 79 small- and
mid-sized firms. The authors find that Al users serve 55% more clients and reallocate time from
routine tasks like data entry (reduced by 3.5 hours per week) to higher-value activities such as
client communication and quality assurance. Al also improves reporting quality and shortens
monthly close cycles without sacrificing accuracy. Survey and field experiment results suggest
that Al is most effective when complemented by professional judgment, especially as experienced
accountants better interpret and intervene based on Al-generated uncertainty signals.

While the above-mentioned studies highlight AI's potential to boost individual productivity
and reduce within-occupation skill disparities, the evidence is limited to narrowly defined tasks in
specific settings and therefore cannot be generalized to broader macroeconomic or labor market

outcomes.

6.3 Distributional impacts: wages, inequality, and labor share

Korinek and Stiglitz (2018) argue that the effects of Al on labor markets hinge on two key fac-
tors: the speed of AI's economic integration and the factor bias of this innovation—whether it
complements or substitutes human labor. They contend that much of Al progress is likely labor-
replacing, posing challenges for income distribution rather than aggregate efficiency. Bond and
Kremens (2023) confirms this view that Al could potentially exacerbate income inequality. They
analyze whether automation resulted from Al leads to capital dominance, where capital returns

outpace wages, and income concentrates among capitalists, while workers become impoverished.
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Their empirical calibration suggests current US automation rates are below the critical threshold,
implying the economy will broadly retain its structure even as automation advances. Neverthe-
less, a theoretical work by Ide and Talamas (forthcoming) shows that different types of Al impact
labor allocation and inequality in distinct ways: non-autonomous Al tends to benefit less-skilled
workers, while basic autonomous Al may displace them and favor high-skilled individuals, and
advanced autonomous Al can benefit both groups.

If Al indeed complements high-skilled workers and substitutes for lower-skilled or routine
workers, one would expect an increase in wage inequality—a continuation of the skill-biased
technological change trend that has characterized the late 20th century, where wages for college-
educated or highly skilled workers rose faster than for others. There is evidence that earlier
waves of computerization and robotics contributed to job polarization, benefiting high-skill pro-
fessionals and some low-skill service workers while hollowing out many middle-skill, routine
jobs (Autor and Dorn, 2013). However, AI's impact might not map neatly onto this pattern. Un-
like earlier technological shifts that primarily affected middle- and low-skilled jobs (Autor and
Dorn, 2013; Kogan et al., 2023), exposure to Al is disproportionately concentrated in white-collar
occupations (Webb, 2019; Eloundou et al., 2024), which means even relatively skilled workers
(e.g. those in technical, analytical, or creative professions) could face new competition from Al
performing part of their work. On the other hand, Al tends to serve as a tool in many of these oc-
cupations that amplifies human productivity rather than a full replacement. In the short run, this
can increase the productivity and potentially the earnings of the affected professionals.’’ This
suggests a skill-biased effect in favor of already high-paying jobs, which would increase wage
inequality by pushing high incomes higher.

At the same time, as seen in the experiments where less-experienced workers improved the
most (e.g., Kanazawa et al., 2022; Cui et al., 2024; Brynjolfsson et al., 2025), Als role as a “skill
equalizer” in micro settings suggests that Al could reduce certain skill gaps. If a technology en-

ables a moderately skilled worker to perform like a highly skilled worker, the wage premium for

"Felten et al. (2019) find that recent Al exposure has been associated with higher wage growth for occupations
that are intensive in software and technical skills.
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the highly skilled could diminish. Some theoretical scenarios even posit that Al might substitute
for aspects of high-skill jobs (for instance, writing code or legal briefs), potentially lowering de-
mand for those high-skill workers or compressing wages at the top. Webb (2019) conjectures an
intriguing distributional twist along these lines: since Al is targeting many upper-middle-wage
cognitive tasks, it might erode some of the wage advantages in those occupations (say, technical
specialists and middle managers), which could compress wages between the 90th percentile and
median. However, he also argues the very top earners may be less affected, so the share of income
going to the very top might keep rising. Similarly, Autor (2024) argues that Al has the potential
to help restore the middle class by allowing individuals with lower skill levels to perform more
complex tasks.

Empirical evidence on these distributional outcomes remains limited, as broad Al adoption
is just beginning. In the case of automation technology, Moll et al. (2022) show in their model
that automation contributes to stagnant wages for workers, leading to a concentration of income
at the top. Empirically, the authors calibrate the model to US data since 1980 and find that au-
tomation of routine jobs accounts for much of the observed increase in top income inequality and
stagnation in lower-income wages. However, evidence on the impact of Al is mixed. Georgieff
(2024) examine the relationship between Al and wage inequality across 19 OECD countries using
data from 2014-2018, prior to the widespread adoption of GenAl. They find no evidence that Al
has affected wage inequality between occupations, but it does find some evidence that Al may re-
duce wage inequality within occupations, possibly by narrowing productivity differences among
workers. Cornelli et al. (2023) investigate the relationship between Al investment and income
inequality across 86 countries between 2010 and 2019. The findings show that Al investment is
associated with increased real incomes and income shares for the richest decile, while the bottom
decile experiences no income growth and a decline in income share. Al adoption is also linked to
reduced employment rates, a shift toward high-skill and managerial jobs, and a decline in labor’s
share of income. These effects are especially pronounced in Al-intensive sectors like real estate

and robotics. Nevertheless, the paper does not provide evidence of a causal relationship.
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One salient trend in many economies over the last few decades is the declining share of na-
tional income going to labor (wages and benefits), with a corresponding rise in the capital share.*®
If Al and automation allow capital owners to replace workers, one would expect a decline in la-
bor’s share unless new labor-intensive opportunities emerge or workers have enough bargaining
power to raise their wages in line with productivity. The task-based model of Acemoglu and
Restrepo (2018) explicitly predicts that automation tends to reduce the labor share, while the
creation of new tasks that employ labor can increase it. Recent empirical evidence raises impor-
tant concerns. Acemoglu and Restrepo (2019) find that US industries with faster automation and
slower new task creation saw labor’s share fall more. International evidence also points in this
direction. Graetz and Michaels (2018) report that while robot adoption from 1993 to 2007 signifi-
cantly boosted productivity and even average wages, it did not increase labor’s share of output;
the gains from higher productivity were largely accrued by capital and higher-skilled labor, not
broadly distributed to the workforce.

A recent forward-looking analysis by Acemoglu (2025) provides estimates of AI's medium-
term impact under current trends. His task-based simulation suggests that over roughly the next
decade, Al is likely to further reduce the labor share and contribute little to ameliorate inequality.
The intuition is that only a limited set of tasks will be automated in a short timeframe, and those
tend to be tasks performed by middle- or lower-skill workers, so without concerted efforts to
create complementary tasks for these workers, the primary beneficiaries will be firms and highly

skilled workers who build or work alongside AL

6.4 Macroeconomic outcomes: productivity and employment

As a GPT, Al has the potential to significantly boost aggregate productivity and economic growth,
but the magnitude and timing of its impact are subjects of active investigation. Thus far, despite

rapid progress in Al capabilities, there has not been a clear inflection point in economy-wide pro-

%According to the Bureau of Labor Statistics (the statistics can be accessed at
https://www.bls.gov/productivity/tables/), labor share has declined for non-farm workers from about two-thirds,
64.1% in the first quarter of 2001, to 55.8% in the first quarter of 2024.
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ductivity statistics attributable to Al Brynjolfsson et al. (2019) emphasize that we may currently
be in the flat part of the productivity J-curve with Al—meaning that the economy is still absorbing
the costs of Al adoption (e.g., reorganizing workflows, developing new business models, training
workers) and has not yet reaped the full benefits.

Several recent studies have tried to estimate how much Al could contribute to growth in the
coming years. Filippucci et al. (2024) build a micro-to-macro model that factors in the share of
tasks in each sector that could be enhanced by Al, the pace of Al adoption by firms, and general
equilibrium effects. Their simulations suggest that Al could raise US Total Factor Productivity
(TFP) growth by approximately 0.25 to 0.6 percentage points per year over the next decade. This
is a meaningful contribution. It implies Al alone won’t deliver a new era of 5%+ annual GDP
growth, but it could help lift the economy out of the sluggish productivity growth experienced in
the 2010s.* By contrast, Acemoglu (2025) offers a more tempered outlook. His task-based macro
model, using current estimates of Al task exposure, suggests no more than a 0.5-0.6% increase
in TFP over 10 years due to Al—essentially an order of magnitude smaller impact than Filippucci
et al. (2024)’s optimistic scenario. Furthermore, after accounting for the likely slowdown as Al
moves to more complex tasks, Acemoglu pegs the 10-year TFP gain at under 0.53%. The gap
between these forecasts highlights the immaturity of Al deployment today: Acemoglu’s empirical
calibration reflects the relatively modest role of Al in the current economy, whereas Filippucci’s
involves forward-looking assumptions about rapid improvements and adoption.

It is also possible that we are underestimating AI’s future impact by focusing on the current
generation of technologies. If Al breakthroughs continue, the scope of tasks susceptible to au-
tomation could broaden dramatically, potentially leading to larger productivity jumps. Further-
more, the eventual macro impact of Al may come less from direct labor replacement and more
from enabling innovations that were previously unattainable. Eloundou et al. (2024) highlight
that many of the occupations highly exposed to LLMs are in research and development-intensive

fields, hinting at AT’s role as a catalyst for innovation. If those innovation effects materialize, the

3Between 2010 and 2019, the average annual TFP growth in the US was approximately 0.8%, significantly lower
than the 1.4% average from 1949 to 2010 (Gordon and Sayed, 2022).
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long-run impact on productivity could be substantially higher than what one would predict from
current task automation alone.

Fears of “Al-induced mass unemployment” have been common in public discourse, but
economists generally view this as unlikely in the long run, barring extremely advanced Al. His-
torically, even as technology eliminates some jobs, new ones emerge and employment has grown
with the population. The more pressing issue is the transition: certain occupations or regions
can suffer significant job losses, and workers may face spells of unemployment or need to retrain
for new careers. Evidence from the introduction of industrial robots illustrates this point. Ace-
moglu and Restrepo (2020a) find that in US commuting zones that saw greater robot adoption in
manufacturing (1990-2007), there were larger declines in employment and wages, especially for
blue-collar workers. These local adverse effects of automation were substantial: each additional
robot per thousand workers reduced the employment-to-population ratio by about 0.4 percentage
points, and there was no evidence that other industries in those regions absorbed the displaced
workers in the short run.

Korinek and Stiglitz (2018) examine the phenomenon of technological unemployment. Two
mechanisms are emphasized. First, persistent unemployment may arise when wages fail to ad-
just due to efficiency wage considerations. Firms may pay “fair” wages above the market-clearing
level to motivate worker effort, and if the marginal productivity of labor falls below this wage,
workers may be priced out of employment altogether. In extreme cases, workers might not sur-
vive on market wages, resulting in sustained joblessness without government support. Second,
unemployment may occur as a transitional phenomenon when job displacement outpaces job
creation or retraining. Slow adjustment, sticky wage norms, and weak reemployment policies
can intensify this problem. Given that jobs also provide identity and social purpose—not just
income—Korinek and Stiglitz (2018) argue that subsidizing employment may be more beneficial
than simply providing transfers.

It is worth noting that so far, we have not observed a sharp uptick in overall unemployment

attributable to AL If anything, labor markets in advanced economies have been quite tight in
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recent years, even as Al technologies made remarkable advances. This underscores that macroe-
conomic factors (business cycle, monetary policy, pandemics, etc.) dominate short-run employ-
ment fluctuations, and any displacement from Al is likely gradual. Hampole et al. (2025) provide
a nuanced explanation for the limited observed impact of Al on employment, despite its rapid
diffusion and clear micro-level effects. They develop a task-based model and empirical frame-
work to measure how Al adoption affects occupational labor demand, focusing on the distinction
between mean task exposure (average substitutability across tasks) and dispersion in exposure
(variation in which tasks are affected). They link firm-level Al implementations to specific tasks
within occupations. They find that higher mean exposure to Al reduces employment in affected
occupations, while greater dispersion in exposure increases it by enabling reallocation of worker
effort toward non-automated tasks. These opposing forces dampen net job loss and explain why

aggregate Al effects appear muted despite strong substitution at the task level.

7 Risk and Challenges

The integration of Al into financial systems holds transformative potential but also poses signifi-
cant challenges. This section examines these concerns in depth, explores strategies for mitigating

the associated risks, and outlines key regulatory and policy implications.

7.1 Methodological challenges of GenAl in finance research

The application of LLMs in financial systems as well as financial research introduces several
important challenges that warrant careful consideration. We now discuss key limitations of LLMs
that researchers should be aware of.

Hallucinations and errors: A foremost concern is that LLMs have a tendency to “hallu-
cinate” or “confabulate,” i.e., to produce confident but false or fabricated outputs (Ji et al., 2023;

Zhang et al., 2023). This deficiency is well-documented as a fundamental problem, especially
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acute in domains like finance that demand accuracy.* Kang and Liu (2023) find that "off-the-
shelt" LLMs experience serious hallucination behaviors in financial tasks. For example, a model
might inaccurately summarize a financial report or invent a statistic, which, if relied upon in trad-
ing or risk management, could lead to substantial losses. It is possible to detect hallucinations by
training the detector with both positive examples (correct statements) and negative examples (ex-
plicitly labeled incorrect statements) (Karbasi et al., 2025). Ji et al. (2023) suggest two hallucination
mitigation techniques: (1) data-related methods, such as building or cleaning datasets and aug-
menting inputs with external knowledge; (2) modeling methods, such as adapting architectures,
using planning, reinforcement learning, multi-task learning, and controllable generation. Fur-
ther, post-processing—refining outputs from fluent models—can improve faithfulness. However,
each approach involves trade-offs between faithfulness, fluency, data needs, and generalization.
Zhang et al. (2023) review recent work toward addressing the problem and suggest similar miti-
gation strategies. They also introduce emerging approaches, including multi-agent collaboration
(e.g., Li et al., 2024b), prompt engineering (e.g., chain-of-thought, system prompts), and lever-
aging internal model states. Some researchers in financial economics have made serious efforts
to address this concern. For example, Fang et al. (2024) mitigate hallucinations by decompos-
ing complex questions into sub-questions, providing precise definitions and counter-examples,
requiring responses to include supporting text, reasoning, and confidence scores, and by separat-
ing extraction from classification tasks. They also validate their approach through word clouds,
manual inspection, heuristic ("smell") tests, and time-series cross-validation.

Look-ahead bias and overfitting: Financial data are inherently temporal, so look-ahead
bias is a chronic pitfall when applying LLMs. LLMs trained on vast internet text might inad-
vertently incorporate future information relative to a given prediction task (e.g., knowing how

a past market event turned out). As financial economists learned from the “quant quake” and

*Lo and Ross (2024) discuss how hallucinations of LLMs in the financial advisory sector pose serious risks to
investors and financial stability. A recent business example of this risk is Air Canada being held responsible for
inaccurate information given to a customer by its chatbot, which was powered by LLMs (Garcia, 2024). Due to
these reliability concerns, Stokel-Walker and Van Noorden (2023) emphasize the need for regulation, transparent
usage, improved attribution systems, and safeguards against misuse, as these tools become more deeply embedded
in research, education, and broader scientific communication.
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multiple testing issues, models that look superb in-sample may crumble out-of-sample. The high
flexibility of LLMs exacerbates this risk—they can fit noise as easily as signal. Developing robust
evaluation frameworks is an active area of methodological research to ensure that Al-generated
insights reflect genuine patterns rather than artifacts. To address this issue, Glasserman and Lin
(2023) and Sarkar and Vafa (2024) introduce robust methods for isolating temporal information,
such as systematic data-masking strategies.

Crucially, verifying model performance on data released after a stated "knowledge cutoft" is
insufficient, as many closed-source models, like ChatGPT or Claude, are continuously updated
through post-training fine-tuning, particularly with reinforcement learning from human feed-
back (RLHF), which can inadvertently leak future knowledge into past contexts (Ludwig et al.,
2025). Examples of mitigating look-ahead bias in financial economic research include masking
firm identifiers (e.g., Breitung and Miiller, 2025), sub-sampling (e.g., Jha et al., 2024a), and alter-
ing dates in the data (e.g., Gao et al., 2025).*! He et al. (2025) introduce chronologically consistent
LLMS, ChronoBERT and ChronoGPT, which are trained exclusively on text available at each point
in time to eliminate lookahead bias and training leakage. The authors build annual vintages of
models from 1999 to 2024 that remain competitive with widely used open-weight models despite
strict temporal data constraints. On language tasks, ChronoBERT and ChronoGPT outperform
or match existing no-leakage models and even rival BERT. Real-time outputs from ChronoBERT
and ChronoGPT achieve Sharpe ratios comparable to a much larger Llama model in predicting
next-day stock returns from news.

Methodological replicability: One concern is the variability in outputs across different
model versions, APIs, and even slight changes in prompt construction. This presents a significant
barrier to research replicability and cumulative scientific progress. Mirzadeh et al. (2024) conduct
a large-scale study across 25 models and show that small changes, such as altering numerical
values or adding irrelevant clauses, cause significant performance drops (up to 65%), suggest-

ing that current LLMs rely heavily on pattern-matching rather than genuine logical reasoning.

#In the context of finance-specialized LLMs, Rahimikia and Drinkall (2024) address look-ahead bias by pre-
training separate annual models strictly on historical textual data.
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Similarly, Ross et al. (2024) and Ouyang et al. (2024) show that LLMs’ economic decision-making
depends on how they are fine-tuned. As a baseline, researchers should eliminate stochasticity
in generation by setting parameters such as temperature to zero. In addition, researchers in-
troduce workarounds, such as feeding summaries of past interactions back into the prompt or
using external databases. Nevertheless, this is not foolproof and can lead to errors or “forgotten”
information that a real economic agent would remember.

Alignment and objective functions: Another challenge is the alignment of GenAlI out-
puts with human objectives and constraints. For example, Fedyk et al. (2024) find that default
ChatGPT-4 is biased—its responses disproportionately reflect the preferences of young, high-
income individuals. They show that prompt engineering is needed to ensure Al outputs align
closely with human responses. By design, LLMs predict text sequences; they do not inherently
understand truthfulness, fairness, or legal compliance. If tasked with maximizing profit or pre-
diction accuracy, an unaligned Al might generate strategies that conflict with ethical or regula-
tory norms—for example, recommending exploitative lending practices or manipulating market
quotes. In finance, this concern is not merely hypothetical: a trading agent could conceivably
learn to trigger other algorithms’ stop-loss orders for profit (market manipulation) or output
misleading advice that boosts short-term returns at the expense of clients. Regulators and re-
searchers stress the need for transparency, human oversight, and accountability in Al systems to
combat such risks (Aldasoro et al., 2024). In practice, this means any generative model used in
decision-making should have constraints or post-processing checks (for instance, filtering out-
puts through compliance rules) to ensure it adheres to the “rules of the game” The extent to which
current LLMs can be aligned with fiduciary duties or the public interest is an open question. Early
evidence suggests simple prompt engineering is insufficient (e.g., Ouyang et al., 2024)—deeper so-
lutions (like fine-tuning on expert-verified data or integrating causal reasoning modules) may be
required to guarantee that Al recommendations serve intended outcomes.

Model interpretability: The black-box nature of Al poses a significant barrier to their adop-

tion in finance, where understanding the rationale behind a decision is often as important as

67



the decision itself. Complex deep learning models lack the explainability of traditional financial
models or econometric approaches. This opacity is “massively exacerbated in GenAI” compared
to prior Al (Oecd, 2023b).** Finance professionals and regulators are understandably wary of a
model that, for example, flags a borrower as high-risk or executes a trade but cannot explain why
in human-understandable terms. Moreover, it hampers learning: if an Al-driven fund underper-
forms, managers may struggle to adjust strategy because the model’s reasoning is not transpar-
ent. There is active research into interpretability techniques (like prompt-based rationales, LLM
self-explanation, or mapping attention weights to concepts), and even frameworks to evaluate an
LLM’s reasoning in economic tasks. A promising development by Lopez-Lira and Tang (2023) is
an “interpretability framework to evaluate LLMs’ reasoning and accuracy” in the context of re-
turn prediction. Such approaches could illuminate what information the model is relying on (e.g.,
macro news vs. firm fundamentals) and help ensure it conforms with financial theory and com-
mon sense. Nonetheless, achieving a level of interpretability acceptable to practitioners remains
an important challenge. Another caveat is the validation of Al-based findings. The model might
be systematically wrong in ways we don’t immediately recognize. Thus, findings from Al-agent
simulations should, whenever possible, be checked against human data or strong theoretical ex-
pectations. Many researchers (e.g., Hansen et al., 2024; Zarifthonarvar, 2024) have stressed that
these models are best used as a supplement to, not a replacement for, traditional evidence.

Bias and data quality: Sources of bias in GenAl can arise from different phases of the ma-
chine learning pipeline, including data collection, algorithm design, and user interactions (Fer-
rara, 2023). In finance, this raises concerns about algorithmic bias and fairness in, for example,
discriminatory outcomes in lending, credit scoring, or fraud detection (Favaretto et al., 2019;
Gillis et al., 2021). If an LLM is trained on decades of financial text where certain groups were
historically underserved or stereotyped, the model might unwittingly perpetuate those biases
(e.g., suggesting higher interest rates for minority borrowers due to biased training examples).

Bias is not limited to protected classes; models might also favor certain asset classes or geogra-

“’However, Singh et al. (2024) argue that LLMs can enable more flexible, direct, and human-understandable ex-
planations. For example, users can ask LLMs targeted questions about their reasoning or data insights.
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phies if the data frequency is uneven. Data quality is another practical concern—financial text
can be noisy (think of social media rumors) or unstructured (PDF reports), and mistakes in data
preprocessing can propagate through an LLM’s analysis. Biases in training data can translate into
biased behavior. If an LLM learned from texts full of certain stereotypes or errors, its decisions
will reflect those. For example, if most financial news in the training data was optimistic, the Al
may systematically be too bullish in forecasts (Chen et al., 2024b). Empirical researchers should
validate that Al-driven decisions do not have disparate impacts unless justified by sound risk fac-
tors. This intersects with regulation: in consumer finance, for example, laws require lenders to
provide specific reasons for adverse decisions and to avoid discrimination. If a bank uses an LLM
to help screen loan applications, it must ensure compliance by auditing the model’s decisions for

bias and explicability.

7.2 Al-induced risks and regulatory response

The current lack of a coherent and enforceable Al regulatory framework, along with the absence
of well-developed models to evaluate AI’s implications for financial stability, presents a complex
and evolving challenge for regulators and financial institutions aiming to manage systemic risk in
the age of Al Recent work underscores the urgency of addressing these vulnerabilities by quan-
tifying the macroeconomic value of proactive mitigation: allocating at least 1% of GDP annually
could be justified to reduce Al-related existential risks.*

The broad integration of Al into the financial sector poses systemic risk through several
unique mechanisms. These include the procyclical nature of Al, its capacity to rapidly execute and
magnify financial outcomes, increased interdependence across institutions through Al-powered
networks and reliance on third-party providers, and the emergence of new forms of "too big to
fail" entities. We discuss them below in detail.

Procyclicality: Al-driven trading systems may amplify market swings by reacting in highly

#Jones (2025) develops a simple economic model to estimate the optimal share of GDP that should be allocated
annually toward reducing Al-related existential risks. Calibrated to plausible assumptions, the model finds that even
under conservative estimates, spending at least 1% of GDP annually over the next decade is typically justified. On
average, optimal spending exceeds 8% of GDP.
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synchronized and rapid ways to news or asset price fluctuations (International Monetary Fund,
2024). Empirical evidence shows that algorithmic tradings, while improve price discovery(e.g.,
Chaboud et al.,, 2014), tend to exhibit higher turnover and faster responses, which can deepen
volatility during stressed market conditions (Kirilenko et al., 2017). Additionally, the use of simi-
lar training data and model architectures across financial institutions increases the risk of herding
behavior, leading many firms to simultaneously adjust portfolios or risk forecasts based on cor-
related Al signals. While each firm may be acting rationally, their collective reliance on Al tools
could reinforce market trends and create feedback loops that exacerbate asset bubbles or crashes.

Concentration of AI models and service providers: Many financial institutions now
depend on a limited number of external AI platforms, data vendors, and foundational model
providers. This concentration raises the possibility that an error or outage in one model—whether
due to a design flaw, data bias, or cyber attack—could propagate quickly and simultaneously
across a large number of firms. These dynamics reflect a new variant of the “too big to fail”
problem, wherein foundational Al systems become critical infrastructure for the financial sector
without being subject to robust regulatory oversight. The result is an increase in interdependen-
cies and a reduction in system resilience, particularly given that many Al providers fall outside
the traditional regulatory perimeter of banking and securities supervision (Lo and Ross, 2024;
Bradford, 2023; Floridi, 2024).

Algorithmic collusion: Algorithmic collusion presents another emerging threat (Fish et al.,
2024; Calvano et al., 2020; Oecd, 2023a; Dou et al., 2024). Advanced pricing algorithms may in-
dependently learn to sustain supra-competitive pricing without explicit communication between
firms. Recent empirical work documents this phenomenon in the German retail gasoline market,
where the adoption of algorithmic pricing tools led to higher prices and margins—particularly
in oligopolistic settings (Assad et al., 2024). The delay in these effects, consistent with learn-
ing dynamics, and the greater likelihood of coordinated pricing behavior among adopters sug-
gest that Al tools may enable tacit collusion over time. In securities trading, Dou et al. (2024)

show that Al collusion can robustly emerge through two distinct algorithmic mechanisms: (1)
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price-trigger strategies, where agents tacitly coordinate based on price movements, and (2) over-
pruning bias, where algorithms systematically undervalue aggressive strategies due to noise-
driven losses, leading to conservative, profit-maximizing behavior. These findings raise concerns
for competition policy, particularly in markets where Al systems operate with limited trans-
parency or human oversight. As Al agents take on increasingly autonomous roles in trading,
pricing, and contracting, regulators face the challenge of attributing responsibility when socially
undesirable equilibria emerge, even absent malign intent.

Fairness and bias: The rapid adoption of Al has raised concerns about the possibility that
benefits from improved statistical modeling might not be equally distributed (e.g., Hardt et al.,
2016; Kleinberg et al., 2016; Kleinberg et al., 2018b). Fuster et al. (2022) study how the adoption of
ML techniques in credit markets impacts distributional consequences. They find that ML models
improve default prediction accuracy but disproportionately benefit White non-Hispanic borrow-
ers. Black and Hispanic borrowers are less likely to see gains and face increased within-group
interest rate dispersion. These disparities are driven mostly by higher model flexibility rather
than triangulation on restricted characteristics, suggesting that improved technology can unin-
tentionally amplify inequality even when explicit discrimination is absent. However, focusing on
a setting with no credit risk, Howell et al. (2024) find that lenders with more automated processes
are substantially more likely to lend to Black-owned businesses. Automation enables smaller
loans, broader geographic coverage (especially in underbanked areas), and reduces opportunities
for human discrimination. They highlight that automation—not just algorithmic underwriting—
as a key mechanism for reducing racial disparities in small business lending.

Model opacity: The above-mentioned risks are further compounded by the opacity and un-
reliability of some Al outputs. Many LLMs remain “black boxes,” generating plausible-sounding
but sometimes factually incorrect outputs (Blattner et al., 2021). In finance, such hallucinations
may mislead users, especially when outputs are used to support high-stakes decisions such as
credit approvals, investment allocations, or risk management. The danger of automation bias,

i.e., blindly trusting Al-generated content, may lead to widespread misjudgment if inaccurate Al
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assessments are taken at face value (Lo and Ross, 2024). Moreover, as Al systems become increas-
ingly embedded in routine operations, the line between human and machine responsibility may
blur, complicating regulatory enforcement, liability attribution, and model governance.

Regulations: While regulatory responses are underway, they remain fragmented across ju-
risdictions. Broadly, governance frameworks follow three models: the market-driven approach
in the United States, the state-driven model in China, and the rights-driven framework in the
European Union (Bradford, 2023). Despite differences in emphasis, most regulatory bodies now
converge on shared principles, including transparency, accountability, human oversight, and pro-
portionality in risk management (Ala-Pietila et al., 2020; China Daily, 2019). The EU’s forth-
coming Al Act imposes binding obligations on “high-risk” applications, including many in the
financial sector. The United States has issued guidance through agencies such as NIST,** and
regulators like the SEC and Federal Reserve are evaluating how to extend existing model risk
management frameworks to Al China has introduced national standards focused on algorithmic
transparency and compliance with social objectives. International bodies such as the OECD and
ISO/IEC 23894:2023 provide global benchmarks,* and financial regulators such as the FSB have
emphasized the need for systemic risk monitoring, data auditability, and third-party provider
oversight.

Several policy responses are warranted to address these emerging risks. As discussed by
Floridi (2024), AI models used in financial decision-making should be subject to rigorous stress
testing, independent audits, and ongoing validation procedures. Just as banks are required to
conduct capital stress tests, Al systems must be evaluated for performance under adverse sce-
narios and rare shocks. Model transparency should be improved, including disclosure of train-
ing data sources, design assumptions, and known limitations. Regulators should address vendor
concentration by requiring contingency planning for reliance on critical third-party Al providers.

Competition policy may also play a role in ensuring that Al innovation is not monopolized by a

#4See NIST website for details: https://www.nist.gov/itl/ai-risk-management-framework
#See the document "Information technology — Artificial intelligence — Guidance on risk management" at
https://www.iso.org/standard/77304.html.
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handful of firms whose failures could destabilize the system. Finally, market surveillance tools
must be updated to detect Al-induced distortions, such as anomalous trading patterns or coor-
dinated price movements, and safeguard mechanisms such as circuit breakers should be adapted
for algorithmic contexts (Oecd, 2023a). Human oversight remains essential: high-stakes Al sys-
tems should be monitored or overrideable by qualified personnel to prevent cascading failures or

unintended coordination.

7.3 Policy implications in labor market

AT’s impact on labor markets is neither exogenous nor deterministic. Instead, it is contingent on
policy and institutional responses that determine whether Al augments human labor, displaces
workers, or exacerbates inequality.** The economic literature increasingly emphasizes that with-
out deliberate policy intervention, the gains from Al are likely to be concentrated among capital
owners and high-skilled elites, while many workers face stagnant wages, eroding bargaining
power, and reduced labor market participation (Acemoglu, 2021; Morton, 2024).

The task-based framework offers a useful lens through which to assess AI's labor market
effects. Al technologies can automate specific tasks within jobs rather than replacing entire
occupations. When Al displaces routine or codifiable tasks, it can reduce demand for middle-
skill workers—particularly in administrative, clerical, and certain analytical roles. Conversely, Al
can augment workers engaged in non-routine cognitive or interpersonal tasks, raising their pro-
ductivity and potentially their earnings. Early evidence suggests that such effects are unevenly
distributed (Athey et al., 2024). While GenAl tools may benefit high-skilled professionals (e.g.,
programmers, writers, or lawyers), workers in lower-skilled service jobs may remain less affected
due to the physical and social complexity of their roles. The result is likely to be a continuation, if
not an amplification, of job polarization: shrinking demand for middle-skill occupations, growing

employment at the high and low ends of the skill spectrum, and rising wage inequality.

#Korinek (2024) argues that Al will transform the economy by shifting value from human labor to reproducible
factors like computation, ending the industrial age. More broadly, it outlines eight key policy challenges: inequality,
human capital erosion, instability, macroeconomic shifts, antitrust, intellectual property, environmental impact, and
global governance.
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Moreover, the direction of Al innovation is not neutral. Firms often invest in automation tech-
nologies that lower costs and reduce reliance on human labor, particularly when private incen-
tives do not align with social welfare. This bias toward labor-replacing Al driven by cost-cutting
motives, can lead to underinvestment in technologies that complement workers. As Acemoglu
and Restrepo (2020b) and Acemoglu et al. (2023) argue, innovation policy should explicitly steer
Al development toward augmentative applications—AI that enhances rather than replaces hu-
man capabilities. Governments can do this by subsidizing R&D in human-centric Al, adjusting
tax codes that favor capital over labor, and prioritizing public investments in sectors with un-
met labor demand, such as education, health care, and infrastructure (Korinek and Stiglitz, 2018;
Mann, 2019).

Beyond steering innovation, labor market institutions must evolve to support workers
through technological transitions. Expanding access to education and vocational training is es-
sential, particularly in digital skills, data literacy, and human-AI collaboration. Retraining pro-
grams should be linked to labor market needs and complemented by income support to allow
workers to transition without undue hardship. Strengthening collective bargaining institutions
can ensure that workers share in the productivity gains from AI (Oecd, 2023c). Unions and worker
councils could negotiate deployment plans for Al tools, advocate for transparency in algorithmic
management systems, and secure commitments for job retraining or profit-sharing arrangements.

Distributional concerns also call for a more robust tax-transfer system. Progressive taxation
on high incomes, capital gains, and automated value-added could redistribute some of the gains
from AI to fund social protection and public services. Proposals such as universal basic income
(UBI) aim to ensure a minimum standard of living amid potential declines in wage-based income
(Rubin, 2024). Although still controversial, UBI and related policies are increasingly discussed as
long-term strategies to manage structural changes in the labor market. Short of UBI, measures
such as expanded unemployment insurance, wage subsidies, and portable benefits can provide
flexibility and security for workers navigating Al-induced disruptions.

Furthermore, alternative models of ownership and value distribution may be necessary to
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prevent a winner-take-all outcome. These include employee equity stakes in Al-driven firms, data
dividends for individuals contributing to model training, and cooperative or public ownership of
foundational Al infrastructure. Historical parallels with the Industrial Revolution suggest that
inclusive prosperity does not emerge automatically from technological change. Rather, it requires
institutions that align innovation with broad-based welfare gains. As Morton (2024) emphasizes,
the challenge is to build governance systems where the benefits of Al are not captured solely by

the most powerful actors but are shared across society through deliberate policy design.

8 Discussion and Future Directions

The rise of Alin finance presents new opportunities and challenges that demand focused research.
This section discusses five key areas for future work in financial economics: improving model
interpretability, using LLMs as economic agents, designing effective human—-AI collaboration,

establishing causal inference, and assessing AI's long-term welfare and structural impacts.

8.1 Unpack the "black box"

A major limitation of Al particularly ML methods, is their "black box" nature: combining or stack-
ing multiple models often obscures how individual input variables influence the final prediction,
resulting in poor interpretability. However, in finance research and real-world applications, it is
critical to understand the rationale behind model outputs. An important direction for future work
is to interpret and uncover the mechanisms behind the outputs of these models. Economists have
long stressed that prediction alone is not enough—AlI excels at prediction, whereas economics
often demands understanding causal parameters and theory (Mullainathan and Spiess, 2017).
Researchers have attempted to bridge this gap. For example, Bell et al. (2024) introduce Explain-
able Boosting Machines (EBMs). Unlike black-box models such as neural networks or ensemble
methods, EBMs reveal functional relationships (e.g., nonlinearities, asymmetries) through their

additive structure, enabling researchers to understand and visualize the role of each predictor.
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Lopez-Lira and Tang (2023) propose a novel two-step interpretability framework that makes their
financial predictions more transparent, allowing researchers to systematically investigate the rea-
soning behind LLMs’ predictive decisions. Further, Ludwig and Mullainathan (2024) demonstrate
how ML can be used to surface unexpected relationships. In their case, an ML algorithm revealed
that judges’ incarceration decisions appeared to rely on defendants’ facial characteristics, a pat-
tern that then became a testable hypothesis. Such approaches help open the black box by using
Al to identify candidate mechanisms that economists can subsequently analyze with traditional
empirical techniques.

Opening the black box is also crucial for algorithmic accountability and regulation. In high-
stakes financial decisions such as lending or insurance underwriting, regulators face a dilemma:
complex ML models are often too opaque to fully audit, yet requiring simplistic models can be
inefficient. Recent work by Blattner et al. (2021) tackles this by proposing an algorithmic auditing
framework. Instead of demanding full transparency (often impossible with thousands of param-
eters), they suggest using simplified surrogate models, “explainers”, targeted at the aspects of
the black-box model most relevant to regulatory objectives (such as fairness or risk sensitivity).
Future research can develop better measures of an Al model’s economic rationale, for example,
devising tests to see if a stock-picking algorithm is implicitly trading on known risk factors or
exploiting market inefficiencies, or if a robo-advisor’s recommendations align with classical port-
folio theory.

As discussed in Section 2 and 4, AT’s strength in prediction has led to powerful forecasting
models. A promising future direction lies in the development of large-scale multimodal datasets
that integrate diverse data types into unified modeling frameworks, such as structured financial
variables, textual information from news and regulatory filings, social media sentiment, satellite
imagery, and network or geospatial data. By combining these sources, Al models can uncover
early and often overlooked signals of value, risk, or market sentiment that would be invisible
in traditional datasets. Most importantly, these models must move beyond predictive accuracy

alone and “open the black box” by examining the partial effect of each information source on the
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model’s output.

Furthermore, policy decisions in finance and economics hinge on causality (what causes a
price move, or what is the impact of a new lending algorithm on credit access?). Mullainathan
and Spiess (2017) emphasize that ML tools “solve a different problem” than traditional econo-
metrics, and using them in economics requires adapting them to answer causal questions. On
the analytical side, there is exciting progress in combining Al with causal inference techniques.
One direction is using Al to enhance causal discovery. For example, Han (2024) propose using
LLMs to search for new instrumental variables through narratives and counterfactual reasoning,
similar to how a human researcher would. Another is the development of causal ML algorithms

that directly target treatment effect estimation.

8.2 LLMs as economic agents

Current studies all point to the possibility that GenAl can serve as a versatile new kind of eco-
nomic agent—one that can be utilized, analyzed, and replicated in ways human agents cannot. If
GenAls can reliably play the role of economic agents, rather than relying solely on theoretical
proofs or limited lab experiments with human subjects, economists could employ a rich simu-
lated society of Al agents to test policies or market designs. Likewise, regulatory agencies might
use Al agents to stress-test a trading strategy by populating a market with hundreds of Al-driven
traders (e.g., Fish et al., 2024), examine auction designs by having Al bidders with different risk
aversions (e.g., Horton, 2023), model mutual fund redemption (e.g., Anand et al., 2025), and study
depositor behavior in panic-driven bank runs (e.g., Kazinnik, 2026). In the context of household
finance, Huang and Ouyang (2025) use multi-round, LLM-driven simulations to validate a model
of investor-advisor conversations, demonstrating how frictions like investor impatience or the
AT’s lack of memory impact the quality of financial advice. The cost efficiency and scalability
of Al simulations are a huge advantage, particularly in areas such as financial market stability
testing or policy impact analysis: one can run thousands of trial scenarios with slight tweaks to

see how outcomes change, which is infeasible with human subjects. Furthermore, using LLMs as
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economic agents might help incorporate qualitative knowledge (narratives, sentiments, cultural
context) into quantitative economic forecasting. Because these models learn from text, they carry
a form of common sense and contextual reasoning that pure numerical models lack. This could
bridge the gap between qualitative economic insights (often found in analyst reports or news
commentary) and formal quantitative analysis.

Nevertheless, the potential of LLM agents is balanced by clear limitations. These models are
imperfect proxies for human cognition (Horton, 2023). They sometimes exhibit illogical or ex-
tremist behavior not grounded in reality, and they reflect the biases in their training data. There-
fore, one research direction is to validate and refine LLM-based simulations. Empirical tests could
compare LLM agent outcomes with real human data to identify where the model deviates. There
is also scope for developing better-aligned Al agents (through fine-tuning or novel architectures)
that more faithfully represent economic actors’ behavior (e.g., Ouyang et al., 2024). Another
promising avenue, highlighted by Manning et al. (2024), is to incorporate structural causal mod-
els into the simulation frame. By guiding LLM agents with an underlying economic structure
(e.g., utility functions or budget constraints), they find that when allowed to interact within a
causal model, the LLM could generate and test hypotheses that it could not articulate on its own.
This suggests that LLMs may possess latent economic knowledge that careful experimentation
can reveal. Going forward, using LLMs as economic agents will likely become a valuable tool
for theorists and empiricists alike—a way to conduct rapid, low-cost experiments in areas from
household finance (simulating consumer financial decisions) to corporate finance (simulating ne-
gotiations or managerial decisions), thereby generating new insights and sharpening research

questions to be later verified in the real world.

8.3 Human-AIl complementarity

As Al systems become more capable, an important question is which tasks in finance should re-
main human-led and how to optimally integrate AI with human expertise. Rather than a whole-

sale automation of financial decision-making, many scholars envision hybrid human-AI systems

78



where each party does what it excels at (e.g., Costello et al., 2020; Greig et al., 2024; Cao et al.,
2024b; McLaughlin and Spiess, 2024). Indeed, there is evidence that naive combinations of hu-
mans and algorithms often underperform—algorithmic assistants “again and again fail to improve
human decisions” (McLaughlin and Spiess, 2024). One reason is that humans may mistrust or mis-
interpret algorithmic recommendations, or conversely, over-rely on them in ways that negate
human expertise. Another reason could be that social image concerns constitute a meaningful
barrier to effective Al adoption (Almog, 2025). Future research could address how to design Al
that truly augments human judgment in finance.

McLaughlin and Spiess (2024) provide a blueprint for this by formalizing the interaction of a
recommendation algorithm with a human decision-maker. Using a causal framework, they clas-
sify human responses to Al advice, for example, distinguishing between users who would follow
any recommendation versus those who only follow advice when it confirms their prior incli-
nation. This allows the algorithm to adapt by only intervening when it can genuinely change
a human’s decision for the better. They demonstrate this approach in a hiring experiment and
show it can improve decisions by achieving better human—AI complementarity. Such frameworks
could be applied to financial settings. For example, robo-advisors that adjust their suggestions
based on an investor’s tendency to heed or ignore advice, or credit underwriting models that
identify when to defer to a human loan officer’s discretion. Huang and Ouyang (2025) develop
a framework where the choice between a human and an Al advisor depends on the nature of
the investor’s uncertainty. They model the interaction with an AI as an optimal stopping prob-
lem, showing that communication primarily helps investors resolve uncertainty about their own
objectives rather than about external fundamentals. Furthermore, the human element can be a
liability rather than an asset in some contexts, and Al can serve as a substitute where trust in
human discretion fails.*” In this sense, trust capital becomes a key dimension along which Al and

human agents interact, and the optimal combination remains an open question.

4"Using the Wells Fargo scandal as an exogenous shock, Yang (2025) finds that a loss of trust in traditional banks
leads to increased household adoption of FinTech mortgage lenders. This shift occurs because FinTech lenders are
perceived as less likely to deceive borrowers due to reduced human involvement and more transparent, standardized
processes.
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One lesson from early studies is that Al may be especially valuable as a training and decision-
support tool for less-experienced humans (e.g., Brynjolfsson et al., 2025; Peng et al., 2023; Cui
et al., 2024). The Al system effectively disseminates the best practices of top performers to new
staff, helping them climb the learning curve faster. This suggests that in a financial context, junior
analysts or retail investors might benefit the most from Al guidance (e.g., summarizing earnings
reports or suggesting portfolio rebalancing), whereas seasoned experts might rely on their own
experience. Future work should explore such heterogeneity: Which tasks (trading, risk manage-
ment, financial advising, etc.) see the greatest improvement from human-AI collaboration, and
for whom? For example, Zhong (2024) finds that in multi-layered decision-making processes in-
volving humans and Al, optimal outcomes are achieved by placing higher-quality technologies
(those with lower type-1 error rates) closer to the final decision layer, acting as safeguards against
earlier mistakes. Moreover, trust and transparency are critical in these hybrid systems. Research
could explore design features that foster trust and reduce algorithm aversion (e.g., Dietvorst et al.,

2018; Stradi and Verdickt, 2025).

8.4 Causal inference

Going forward, an important direction for research is developing strategies or collecting data to
isolate the causal effect of Al technologies on firms, markets, and households. On the empirical
front, some studies have started to establish causality using firm-level data and rigorous iden-
tification strategies (e.g., Babina et al., 2024; Babina et al., 2023a; Cheng et al., 2025), and other
researchers are starting to treat the rollout of Al as a natural experiment. For instance, field studies
and quasi-experiments have examined Al adoption within companies (Brynjolfsson et al., 2025;
Kanazawa et al., 2022; Noy and Zhang, 2023; Peng et al., 2023; Cui et al., 2024). Echoing the call
for more granular data on Al (Seamans and Raj, 2018; Frank et al., 2019), task-level data on how
participants in financial markets use Al can shed light on the specific mechanisms through which

it influences financial decision-making.*® These will help provide new insights into old questions

*For example, analysts (see survey evidence by Christ et al. (2024)), households, and retail investors (e.g., Cheng
et al., 2025). There is not yet research using individual-level data.
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like: How much incremental profit does robo-advising causally provide to retail investors? How
does the adoption of Al credit scoring expand credit access for underserved households? And

what is the effect of Al-driven financial advice on household savings behavior?

8.5 Alin the long run

Finally, a crucial set of future research questions revolves around the long-run structural impli-
cations of Al in financial economics. The current AI hype might be another bubble paralleling
historical examples like the Dot-Com Bubble, Telecom Bubble, Chinese Tech Bubble, Cryptocur-
rency Boom, and the recent Tech Stock Bubble (Floridi, 2024). Brynjolfsson et al. (2024) call for
a comprehensive research agenda to understand these long-run effects, ranging from economic
growth to labor markets and inequality.* One fundamental issue is the impact of Al on inequality.
If Al automates tasks that were previously done by lower-skill workers (for example, automat-
ing routine credit underwriting or customer service jobs in banking), it could depress wages and
opportunities for those workers, widening the skill gap. On the other hand, AI could lower costs
and improve access to financial services for traditionally underserved groups (for instance, fin-
tech apps using Al might offer cheap banking services to unbanked households). The net effect
on inequality is an open empirical question. Research like Korinek and Stiglitz (2018) has voiced
concerns that, without intervention, AI’s benefits might accrue primarily to those who control
the technology (large firms or high-skill workers) and exacerbate wealth gaps. Future research
will likely use macro-finance models and calibration to assess how Al-driven productivity gains
are distributed across capital and labor, and whether policies (training, redistribution, competi-
tion policy) are needed to ensure broad-based gains. An open question to theorists is how to
model Al: researchers lack a settled, formal framework to represent Al within economic models.
Perhaps incorporating data-as-an-asset thinking into Al modeling is a promising direction (e.g.,

Jones and Tonetti, 2020; Abis and Veldkamp, 2024).

4 As the research agenda on Al advances, it will raise critical policy challenges across labor, taxation, education,
social insurance, macroeconomics, antitrust, intellectual property, environmental sustainability, and global gover-
nance (Brynjolfsson et al., 2024)
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Alis also poised to alter market structure and competition in finance. On one side, Al tools can
level the playing field, for example, cloud-based Al services allow even small fintech startups to
access world-class algorithms, potentially spurring competition. On the other side, Al might have
scale effects that favor big players: large financial institutions have more data to feed AI models
and more resources to develop them. Recent evidence from China shows a nuanced picture:
cloud computing technology tended to decrease industry concentration by enabling new entrants,
but Al adoption increased concentration by disproportionately benefiting large incumbent firms
(Lu et al., 2024). In other words, Al might be creating “winner-take-most” dynamics in certain
markets, as bigger firms leverage algorithms to cement their advantages. Going forward, research
should examine whether this pattern holds in other contexts, for instance, do big asset managers
gain an edge from Al that smaller firms cannot match? Do “Big Tech” firms extending into finance
(with their Al prowess) threaten to dominate financial services? Most importantly, what role can
regulation or data-sharing policies play in mitigating the scale advantages of large firms while
preserving the efficiency gains of Al adoption in financial systems?

Another structural dimension is market dynamics and financial stability. Widespread use of
Al in trading and asset allocation could change how markets behave. On one hand, AI might
improve market efficiency, quickly arbitraging away mispricings and incorporating news faster,
which could reduce volatility. On the other hand, if many actors rely on similar black-box mod-
els, markets could become more brittle; correlated errors or herding by algorithms might lead to
flash crashes or systemic risks. An important direction for finance research is to study these sys-
temic effects, for example, using agent-based models (potentially with Al agents) to see if certain
algorithmic strategies amplify tail risks in asset prices (e.g., Dou et al., 2024). Likewise, in bank-
ing, if Al-driven credit models become ubiquitous, a model error or an unforeseen shock (say, all
models too optimistically assess a certain loan segment) could have system-wide consequences.
Regulators and researchers are starting to consider algorithmic stress tests analogous to tradi-
tional bank stress tests to assess how an Al-heavy financial system would respond to extreme

scenarios. Work like Blattner et al. (2021) underscores the need for new regulatory tools when
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financial decisions are driven by opaque algorithms.

Finally, an additional long-term consideration is the evolution of financial services and insti-
tutions under the influence of Al. Will we see new financial products tailored by Al to individual
consumers (truly personalized portfolios, insurance, credit terms)? How might Al alter the tra-
ditional roles of financial intermediaries? For example, if Al can directly connect savers and bor-
rowers through decentralized finance platforms, does the importance of banks wane or change
(e.g., Sockin and Xiong, 2023a; Sockin and Xiong, 2023b)? And what are the welfare implications
of these shifts? There may be trade-offs between efficiency and other values: an Al-optimized
market might be hyper-efficient, but perhaps at the cost of reduced human oversight or new
forms of exclusion.

Long-term welfare analysis of Al in financial economics will extend beyond standard effi-
ciency metrics to consider fairness, inclusion, and stability. As Brynjolfsson et al. (2024) note,
truly transformative Al will require economists to develop new indicators and models to track its
impact. In sum, the long-run questions span macro, micro, and regulatory domains. By address-
ing these questions, future research will help ensure that the Al revolution in financial economics

leads to broadly shared prosperity and a stable financial system.
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Policy and regulation
9%

Patent information __
4%

Analyst reports R

8% Corporate

disclosures and
firm-level data
47%

Social media
6%

Miscellaneous
13%

News articles
13%

Figure 3: Distribution of GenAlI Inputs Across Studies. This pie chart shows the distribution
of input types used in recent academic studies that apply generative Al as an analytical tool in
financial economics research. The chart is based on a total of 38 papers. One paper can use
multiple types of information. Additional details are provided in Table 5.
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10 Tables

Table 1: Number of Al-related Papers in Financial Economics Research from 2015 to
January 2026. This table reports the number of academic papers related to Artificial Intelligence
(AI) and generative Al (GenAl) each year from 2015 to January 2026 in the field of financial
economics. The table is based on a sample of Al-related papers through our manual screening and
does not represent the exhaustive list of studies. The top journals are: American Economic Review
(AER), Quarterly Journal of Economics (QJE), Journal of Political Economy (JPE), Econometrica,
Review of Economic Studies (RES), Journal of Finance (JF), Review of Financial Studies (RFS),
Journal of Financial Economics (JFE), Journal of Accounting and Economics (JAE), Journal of
Accounting Research (JAR), The Accounting Review (TAR), Review of Finance (RF), Journal of
Financial and Quantitative Analysis (JFQA), and Management Science (MS).

Panel A: Trends in Al-related Financial Economics Research

Year Total Al (of which GenAlI) (of which Top Journals)
2015 0

2016 0 0

2017 2 0 0

2018 12 0 2

2019 13 0 2

2020 17 0 8

2021 14 0 4

2022 19 3 7

2023 38 16 9
2024 70 30 14
2025 46 19 13
2026 1 1 1
Total 234 69 60
Panel B: Top Journal Publication of Al-Related Financial Economics Research
Journal Count
American Economic Review 3
Quarterly Journal of Economics 3
Journal of Political Economy 3
Econometrica 1
Review of Economic Studies 1

The Journal of Finance 6

The Review of Financial Studies 12
Journal of Financial Economics 13
Journal of Accounting and Economics 3
Journal of Accounting Research 2

The Accounting Review 1
Review of Finance 1
Journal of Financial and Quantitative Analysis 1
Management Science 10
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Table 2: Major Large Language Models (LLMs) as of January 2026. This table reports the key specifications of major LLMs
available as of January 2026.

Model (provider) Release date Knowledge Max Parameters Cost (per 1M tokens)
cutoff token

GPT-5.2 (OpenAl) Dec 11, 2025 Aug 31, 2025 400k Undisclosed $1.75In/ $14.00 Out
GPT-5.1 (OpenAl) Oct 15, 2025 Sep 30, 2024 400k Undisclosed $1.25In/ $10.00 Out
Gemini 3 (Google) Nov 18, 2025 Jan 2025 2M ~2T (Est.) $2.00 In / $12.00 Out
Gemini 2.5 Pro (Google) June 12, 2025 Sep 2024 2M ~1.5T (Est.) $1.50 In / $9.00 Out
Claude Opus 4.5 (Anthropic)  Nov 24, 2025 Mar 2025 200k Undisclosed $5.00 In / $25.00 Out
Claude Sonnet 4.5 (Anthropic) Oct 20, 2025 Jan 2025 200k Undisclosed $3.00 In / $15.00 Out
Llama 4 Maverick (Meta) May 14, 2025 Aug 2024 1M 400B (17B Active) $0.18 In / $0.54 Out
Llama 4 Scout (Meta) Apr 05, 2025 Jul 2024 128k 70B $0.10 In / $0.30 Out
Qwen3-Max (Alibaba) Sep 05, 2025 May 2025 262k 1T+ (MoE) $1.20 In / $6.00 Out
Qwen3-72B (Alibaba) Jul 15, 2025 Mar 2025 128k 72B $0.40 In / $1.20 Out
DeepSeek-V3.2-Exp (DeepSeek) Sep 29, 2025 Dec 2024 128k 671B (37B Active) $0.28 In / $0.42 Out
DeepSeek-V3 (DeepSeek) Dec 26, 2024 Jul 2024 128k 671B (37B Active) $0.14 In / $0.28 Out
Grok 4.1 (xAI) Nov 16, 2025 Oct 2025 256k Undisclosed $3.00 In / $15.00 Out

Grok 4 (xAI) Aug 22, 2025 Jun 2025 128k Undisclosed $2.00 In / $10.00 Out
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Table 3: Comparison between Traditional Textual Analysis and Large Language Models (LLMs) in Financial Economics.

Feature

Traditional Textual Analysis

LLMs

Primary Goal

Key Techniques

Data Usage

Core Capability

Use cases

Strengths

Weaknesses

Scalability

Challenges

Quantify simple text features (word counts,
sentiment) for prediction.

Bag-of-Words, Dictionary Methods, TF-IDF,
Latent Dirichlet Allocation (LDA).

Small, domain-specific datasets; manual feature
engineering.

Word frequency and topic extraction; ignores
syntax and context.

Sentiment indexing (10-Ks, news), topic analysis,
basic risk flags.

Simple, interpretable, low computation cost;
robust for coarse tasks.

Ignores context, static vocabulary, limited for
complex language.

Fast and cheap; easy to deploy on large datasets.

Updating vocabularies, shallow insights, context
blindness.

Capture deep semantic meaning, context, and
generate richer text representations.

Transformers (BERT, RoBERTa, GPT),
Fine-tuning, Embeddings.
Massive pretraining on diverse corpora;

fine-tuning with minimal labeled data.

Contextual understanding, nuanced sentiment
detection, text generation.

Earnings call analysis, sentiment prediction,
question answering, report summarization.

High predictive power, domain adaptability,
captures subtle language signals.

High computational cost, black-box nature,
potential hallucinations.

Slower and costlier; scalable with cloud/GPU
optimization.

Interpretability, regulatory concerns, model
updating and bias management.
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Table 4: Comparison between Traditional AI/ML and Generative AI/LLMs in Financial Economics.

Feature

Traditional AI/ML

Generative AI / LLMs

Primary Goal

Key Techniques

Data Used

Core Capability

Use cases

Key Risks/Challenges

Prediction, classification, pattern recognition,
clustering from existing data.

Regression (Linear, Lasso, Ridge), Decision Trees,
Random Forests, Support Vector Machines,
Neural Networks, Clustering.

Primarily structured numerical data (e.g., firm
characteristics, market data), but also
unstructured data (text, images) for specific tasks.

Learning statistical relationships and making
predictions based on learned patterns.

Credit scoring, fraud detection, algorithmic
trading (rule-based/predictive), risk factor
identification, return prediction (factor models).

Bias in training data, overfitting, model risk,
interpretability ("black box" for complex models),
data privacy.

Content generation (text, code, images, synthetic
data), summarization, translation, complex
instruction following, reasoning (emerging).

Transformers (e.g., GPT architecture), Generative
Adversarial Networks (GANs), Variational
Autoencoders (VAEs).

Primarily trained on vast amounts of
unstructured text and code, increasingly
multimodal (images, audio).

Understanding and generating human-like
language/content, capturing context and
semantics, performing zero-shot or few-shot
tasks.

Enhanced fraud detection, robo-advising
(conversational), sentiment analysis from
news/social media, narrative asset pricing, report
generation, code assistance, synthetic data
generation.

Hallucinations (generating plausible but false
information), embedded bias from web-scale
data, data privacy (training data leakage), prompt
engineering dependency, high computational
cost, explainability challenges, potential for
misuse (disinformation).




44!

Table 5: Inputs to Generative Al from Recent Applications in Financial Economics. This table summarizes recent applications
of generative Al as analytical tools in financial economics. It highlights the primary structured and unstructured inputs used to prompt

generative models, along with the key findings of these studies.

Authors (year) GenAl input

Findings

Acikalin et al. (2022) Patent documents

Weakened IP protection spurs competition but may deter

innovation for resource-constrained firms.

Audrino et al. (2024) Financial news articles

LLM-based uncertainty indices significantly forecast

macroeconomic variables, asset returns, and fund flows.

Bartik et al. (2024)

of local housing regulations)

Municipal zoning codes (the full text

Housing regulations are multidimensional: some cities use
value-capture regulations that allow development while
extracting surplus, while others adopt exclusionary regulations
that restrict density and entrench racial and economic

segregation.

Bastianello et al. (2024) Analyst reports

Differences in attention allocation drive forecast disagreement

and asset pricing anomalies.

Beckmann et al. (2024) Earnings call Q&A sessions

Unusual financial communication correlated with lower

announcement returns and higher volatility.

Blankespoor et al. (2024)

GenAl chatbot

40,000 financial questions posed to a

Substantial gap in GenAlI adoption between sophisticated and

novice investors.

(The table is continued on the next page.)
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Table 5 (continued)

Breitung and Miiller (2025)

Business descriptions from 10-K

filings and annual reports

Global business networks constructed with GPT-based

embeddings can predict stock return and M&A.

Chang et al. (2023)

Earnings call transcripts

Generative Al narrows the information gap between retail

investors and short sellers, reducing performance disparities.

Chen et al. (2022b)

News articles (multiple languages)

LLM-based sentiment and return forecasting models
significantly outperform conventional approaches in both U.S.

and international equity markets.

Chen and Wang (2024)

Patent texts

Functional Al innovations have heterogeneous effects on
firm-level employment and value; augmenting Al boosts
productivity and hiring, while displacing AI cuts costs but not

productivity.

Chen et al. (2024b)

Historical stock return time series

and price charts

ChatGPT mimics well-known human biases in financial

prediction, overweighting recent return trends.

Chen et al. (2024c)

Social media posts

Sentiment extracted via LLMs predicts future stock returns.

(The table is continued on the next page.)



144!

Table 5 (continued)

Chen et al. (2025b)

Wall Street Journal headlines

ChatGPT identifies good news signals that significantly predict
future stock market returns, outperforming traditional
sentiment methods and other language models such as

DeepSeek.

Cong et al. (2025b)

News articles, SEC filings, patent

documents

Textual Factors improve forecasting of macroeconomic

variables and asset pricing exposures.

Dyck et al. (2025)

Public information on family owners
(philanthropy, advocacy, green

investments)

Family-controlled firms are not cleaner on average than widely
held firms; only when owners have strong environmental

preferences and abatement costs are low do emissions decline.

Fang et al. (2024)

Chinese government policy

documents

Local government policies boost firm entry, with effectiveness
dependent on implementation quality; excessive imitation leads

to inefliciencies like overcapacity and protectionism.

Fetzer et al. (2024)

Harmonized System product

descriptions

AIPNET, an Al-generated production network, highlights

upstream shifts and onshoring trends.

Gabaix et al. (2024)

Institutional portfolios and earnings

call transcripts

Asset embeddings learned from portfolios explain stock
valuations and return comovement better than firm

characteristics.

(The table is continued on the next page.)
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Table 5 (continued)

Gao et al. (2025)

Semi-annual and annual mutual fund GPT-4-extracted structured beliefs about the economy, policy,

reports

and markets predict future index returns and fund trading
outcomes; countercyclical policy beliefs enhance return

predictability and drive fund outperformance.

Hansen and Kazinnik (2023)

FOMC communications

GPT models outperform traditional NLP methods in classifying

policy stances and identifying monetary shocks.

Huang et al. (2023a)

Analyst reports, earnings call
transcripts, corporate social

responsibility (CSR) reports

FinBERT, a finance-specific LLM, outperforms traditional
dictionaries, classical ML, deep learning models, and generic
BERT in sentiment and ESG classification, with stronger

performance in negative sentiment detection.

Huang et al. (2024a)

Meme images on Reddit’s

WallStreetBets

Meme usage spurs higher engagement on social media and
influences the linguistic tone toward fanaticism, trust,
rebelliousness, and infectiousness, encouraging retail investors

to hold or double down on losing stocks temporarily.

Jha et al. (2024a)

Earnings call transcripts

ChatGPT investment score provides incremental predictive

power beyond traditional measures.

(The table is continued on the next page.)
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Table 5 (continued)

Jha et al. (2024b)

Conference call transcripts

Managerial expectations extracted from earnings calls predict

macro and firm-level outcomes.

Jha et al. (2025)

Book excerpts

Finance sentiment varies persistently across countries and

predicts long-run GDP and credit growth.

Kakhbod et al. (2024)

10-K filings and USPTO patent text

The paper constructs a firm-level measure of innovation
displacement exposure (IDE) that predicts lower future profit
growth, especially for firms vulnerable to disruptive

innovations by major innovators.

Kim et al. (2023a)

MD&A and earnings call transcripts

LLM-generated summaries outperform full documents in

explaining market reactions.

Kim et al. (2023b)

Earnings call transcripts

GPT-based risk measures (political, climate, Al) outperform
bigram-based proxies in predicting stock volatility and
capturing firm-specific risk exposure; Al risks become
significant post-2021 and influence firm behavior and economic

outcomes.

Krockenberger et al. (2024)

SEC filings

CovenantAl improves covenant violation detection.

(The table is continued on the next page.)
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Table 5 (continued)

Li et al. (2026) Analyst reports, earnings calls,

employee reviews

Cause-effect links between corporate culture and firm

outcomes.

Li et al. (2024a) Earnings press releases and financial

statements

GPT-4 underperforms human analysts in forecasting earnings;
its accuracy depends on textual ranking consistency, alignment
with key financial metrics, and limitations from the model’s

knowledge cutoff.

Lopez-Lira and Tang (2023) News headlines

ChatGPT-4 predicts stock returns without financial training;
trading on its sentiment signals yields substantial abnormal
returns, especially for complex or negative news. Predictive
power improves with model size and erodes over time as

adoption grows.

Lu et al. (2023) Wall Street Journal news and Chinese

policy announcements

ChatGPT portfolios generate significant alphas based on

political and policy news.

Lv (2024) Analyst reports Textual information in analyst reports explains more return
variation than numerical forecasts.

Novy-Marx and Velikov Structured financial research data LLMs autonomously generate finance research papers.

(2025)

(The table is continued on the next page.)
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Table 5 (continued)

Serafeim (2024) 10-K business descriptions Firm-level exposure to climate solutions quantified from
corporate disclosures.
Shaffer and Wang (2024) SEC filings (10-K reports) Firm exposure to climate solutions quantified from 10-K

business descriptions, showing firms hedge transition risks and

exhibit lower expected returns.

Zhou et al. (2024)

Financial statements, stock prices,

news, and filings

FinRobot framework enables high-quality and automated

equity research.
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Table 6: Recent Applications of Al Models in Asset Pricing. This table summarizes recent research that applies machine learning
techniques to problems in asset pricing. We report machine learning techniques and the research questions for each paper.

Authors (Year)

Method Research Question

Avramov et al. (2023)

Neural Networks, Generative Adversarial Do machine learning models generate economically
Network, Instrumented Principal Component significant stock return forecasts under real-world

Analysis, Conditional Autoencoder constraints and frictions?

Bell et al. (2024)

Explainable Boosting Machine, compared with Can interpretable machine learning models improve
OLS, LASSO, Random Forests, XGBoost prediction of corporate bond returns while preserving

transparency and economic interpretability?

Bianchi et al. (2021)

Partial Least Squares, Penalized Linear Can machine learning methods improve the prediction of
Regression, Boosted Regression Trees, Treasury bond excess returns using yield and
Random Forests, Extremely Randomized macroeconomic data?

Trees, Shallow and Deep Neural Networks,
Group-Ensembled Neural Networks, Principal

Component Analysis

Bryzgalova et al. (2025)

Asset Pricing Trees, Mean-Variance Efficient Can a new method for portfolio construction produce test
Spanning, Dual Shrinkage Estimation assets that span the Stochastic Discount Factor better

than traditional sorted portfolios?

(The table is continued on the next page.)
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Table 6 continued.

Bybee et al. (2023)

Latent Dirichlet Allocation for textual topic
modeling, Sparse Instrumented Principal

Component Analysis for factor estimation

Can narrative themes extracted from business news serve
as economically meaningful risk factors in an

Intertemporal Capital Asset Pricing Model framework?

Cao et al. (2023b)

Deep neural networks.

Can deep learning extract forward-looking risk
assessments from mutual fund disclosures, and do these

assessments predict future risk-taking and performance?

Chen et al. (2023a)

Transfer Learning using Neural Networks.

Can misspecified economic models still improve machine
learning-based financial forecasting? How can theory and

data be combined for better performance and robustness?

Chen et al. (2024a)

Feedforward Neural Network; Recurrent
Neural Network; Generative Adversarial

Network.

Can a deep learning model trained under the no-arbitrage
condition estimate a general stochastic discount factor

that explains all stock returns?

Chinco et al. (2019)

LASSO.

Can machine learning methods like LASSO uncover
short-lived, sparse, and non-intuitive cross-stock return

predictors that traditional economic intuition would miss?

(The table is continued on the next page.)
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Table 6 continued.
Cong et al. (2021a) Deep Reinforcement Learning, Transformer
Encoder, LSTM, Cross-Asset Attention

Networks.

Can reinforcement learning directly optimize portfolio
strategies using raw asset-level data, outperforming

supervised learning and traditional methods?

Cong et al. (2025a) Panel Tree (P-Tree), Boosted Panel Tree,

Random Panel Forest.

Can we use tree-based models to systematically construct
test assets that span the efficient frontier and reveal the

underlying structure of the stochastic discount factor?

DeMiguel et al. (2023)  Elastic Net, Gradient Boosting, Random

Can nonlinear machine learning methods select long-only

Forests. mutual fund portfolios with positive out-of-sample alpha
net of all costs?
Dong et al. (2022) Elastic Net, Forecast Combination, Principal Do long-short anomaly portfolios, commonly used in

Components, Partial Least Squares.

cross-sectional studies, help predict aggregate US market

excess returns over time?

Feng et al. (2020) Double-Selection LASSO.

Can a new factor explain asset prices after accounting for
a large set of existing known factors? How can we

perform valid inference in this high-dimensional setting?

(The table is continued on the next page.)
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Table 6 continued.

Fernandez Tamayo et al. Term Frequency-Inverse Document
(2023) Frequency vectorization of text; Lasso

Regression; Gradient Boosting.

Can qualitative information from private equity
prospectuses predict fundraising success and future fund
performance more effectively than traditional

quantitative measures?

Freyberger et al. (2020) Nonparametric Adaptive Group LASSO.

Which firm characteristics provide incremental predictive
power for expected returns in a high-dimensional setting,
and how do nonlinear models compare to linear

benchmarks?

Glasserman et al. (2020) Supervised Latent Dirichlet Allocation.

Can supervised topic models identify news topics that
explain contemporaneous stock returns and help interpret

market movements?

Gu et al. (2020) Elastic Net, Principal Components Regression, Can machine learning methods outperform traditional

Partial Least Squares, Random Forests,

Boosted Trees, Neural Networks.

linear models in predicting equity risk premiums across

stocks and portfolios?

(The table is continued on the next page.)
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Table 6 continued.

Gu et al. (2021) Conditional Autoencoder (nonlinear factor

model with neural networks).

Can a nonlinear conditional factor model based on
autoencoders better explain cross-sectional variation in
stock returns than linear models like IPCA and

Fama-French?

Guijarro-Ordonez et al. Deep Learning, Convolutional Neural

(2021) Network + Transformer.

Can deep learning techniques improve statistical
arbitrage strategies by better modeling residual return

dynamics and allocating capital more effectively?

He et al. (2023a) Reduced-Rank Asset Pricing.

Can a reduced-rank factor model identify the few factors
that truly explain expected returns, and are additional

factors beyond the Fama-French five necessary?

Jiang et al. (2023) Convolutional Neural Networks.

Can deep CNNs trained on images of price and volume
data extract return-predictive patterns that outperform

standard time-series signals?

Kaniel et al. (2023) Feedforward Neural Network.

Can we predict mutual fund abnormal returns using
modern machine learning methods, and which

characteristics matter most?

(The table is continued on the next page.)
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Table 6 continued.

Kelly et al. (2019)

Instrumented Principal Component Analysis.

Can latent factors and time-varying risk exposures be
estimated via firm characteristics, and do they explain

returns?

Kelly et al. (2024)

High-dimensional linear models, Random
Feature Neural Networks, Ridgeless

Regression, Ridge Shrinkage.

Does increasing model complexity (more parameters than
observations) improve return prediction and portfolio

performance?

Kelly et al. (2025)

Linear and Nonlinear Transformer-Based

Stochastic Discount Factor.

Can transformer architectures with attention mechanisms

and high complexity improve SDF estimation?

Kozak et al. (2020)

Bayesian SDF Estimation with L2 (and L1)

Penalization.

Can a Bayesian estimator with an economically motivated
prior robustly recover the SDF in a high-dimensional
space of characteristic-based predictors? How sparse is

the true SDF?

Leippold et al. (2022)

OLS, LASSO, Elastic Net, Partial Least

How well do machine learning methods predict stock

Squares, GBRT, Random Forest, VASA, Neural returns in the Chinese market, and which signals are most

Networks

relevant?

Lettau and Pelger (2020) Risk-Premium Principal Component Analysis. Can incorporating mean return information into factor

extraction improve asset pricing model performance?

(The table is continued on the next page.)
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Table 6 continued.

Li and Rossi (2020)

Boosted Regression Trees.

Can fund performance be predicted in real time from
characteristics of the stocks they hold? How does BRT

compare to linear models and univariate sorts?

Light et al. (2017)

Partial Least Squares (PLS) estimator.

How can information from many firm characteristics be
efficiently aggregated to estimate expected stock returns

when true betas or risk factors are unobservable?

Murray et al. (2024)

Convolutional Neural Network.

Can machine learning models, using only past returns,
predict the cross-section of future stock returns? Does
this challenge the weak form of the efficient market

hypothesis?

Obaid and

Pukthuanthong (2022)

Convolutional Neural Networks with Transfer Can investor sentiment extracted from news photos

Learning (Google Inception v3).

predict market returns and trading activity, and how does

it interact with text-based sentiment?

Wu et al. (2021)

LASSO, Random Forest, Gradient Boosting,

Deep Neural Network.

Can machine learning methods using return-based fund
characteristics improve cross-sectional hedge fund return

prediction and selection?
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